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EXECUTIVE SUMMARY
This report analyzes the ability of unintended intercept receivers to ]
isolate individual Direct Sequence (DS) emitters within a network of DS
emitters. The report demonstrates that interception over 1/R4 propagation
paths requires very large, ground-based antennas in order to achieve a usable ":
intercept Signal-to-Noise Ratio (SNR). On the other hand, free space, 1/R2~
propagation paths provide intercept receivers with signal power levels well
. above tne thermal noise power even when the intercept antenna is quite small.
However, these small antennas are not able to resolve individual emitters at
typical intercept ranges. Antennas large enough to resolve individual
emitters are too large to put on aircraft as required to achieve the necessary
free space propagation. Hence, the report finds that the beamwidth of the
Q, intercept receiver will typically contain many DS emitters. Therefore the
;:E: receiver bandwidth will contain many overlapping DS signals each typically
:;ﬁ with a power level which is well above the thermal noise power in the
i?i intercept bandwidth. This is the intercept context analyzed in this report.
i L
The analyses therefore confirm that the many DS signals mask each other
at linear receivers which attempt to find a spectral region in which the power
of one signal is well above the combined powers of the other DS signals. This
’ follows because if the number of DS emitters in the antenna beamwidth equals
M+1, then the SNR for any one signal is on the order of 1/M, which is expected
to be low. Hence, to be a serious threat, the intercept receiver must be able
to detect and process signals which are weak compared to the total power in
the intercept bandwidth. Such receivers are called nonlinear receivers.
Nonlinear receivers include the total power radiometer, the doubler, the
single channel delay or autocorrelation receiver, the dual channel or cross ;;'—"
!Q] correlation receiver, and a number of receiver subsystems called feature ]
?: detectors. The most serious threat to DS emitters is found to be the cross
i: correlation receiver. This receiver forms the cross correlation function of .o __ |
-i; the signals received in its two channels. =
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First assume that the cross correlation receiver is contaminated only by
thermal noise (no narrowband interference). 1In this idealized case, the cross
correlator is expected to generate an autocorrelation spike for every DS
emitter whose location is such that the differential propagation delay of its
signal between the two intercept antennas is more than just a few
nanoseconds. Each autocorrelation spike can be converted into a Line of
Bearing (LOB). However, the detection of these autocorrelation spikes can be
greatly complicated by using signal design steps. One signal design step is

to use repeated, short composite codes to produce DS signals with multiple

spikes in their autocorrelation functions. Common code segments can be

.4

4
“

inserted into all DS signals to produce many spikes in the cross correlation
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function which do not correspond to autocorrelation spikes. While such signal

LAy
7.3

1

design does not avoid the largest autocorrelation spikes, it does dramatically |

i

increases the signal processing tasks at the intercept receiver. J

)Ehﬂv

X .l'
2

The report shows that the major factor impacting the ability of the cross

T
Fhy alh

correlator to detect individual DS emitters is the presence of a dense
environment of unwanted, dynamically varying, narrowband signals. Such is the
signal environment expected at airborne interceptors. The report concludes
that while not sufficient by themselves, signal design steps plus operation in
a dense signal environment will seriously degrade the ability of cross

correlators to resolve and identify individual DS emitters in a DS network.

Furthermore, to be a major threat, the LOB's from a DS emitter generated
at several intercept sites must be coordinated to form estimates of emitter
location. This coordination requires that the autocorrelation spikes be
“"tagged"” with a signal feature as a means of identification. Typical tags
which can be extracted in the low SNR environment by nonlinear feature
detectors include the DS chip rate and recovery of the DS carrier. The

process by which an unintended receiver can extract useful identifying tags

Eﬁi,
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F

can be very seriously degraded by the design of the DS signal. For instance
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A design procedures which limit the performance of chip rate detectors include

{ 3 the following:

5 h\(

N

N

f: e Frequency Hopping to limit the bandwidth of the bandpass filter to a
;tj value equal to about twice the hopping rate;

.-

!;) ¢ Time Hopping to limit the bandpass filter bandwidth to a value equal
T to about the reciprocal of half the burst duration;

o

¥ . .

*i} e Tailoring the chip shape to approach a bandlimited spectrum such that
L. the spectral line at the chipping rate is small as it is at all the
MO harmonics of the chipping rate; and
«giﬂ e Jittering the chip rate such that again no strong spectral line exists
‘{f. at the chipping rate.

l‘.' ;

o

:xf' These design steps, in addition to the fundamental goal of operation in a
. ) dense signal environment, should make the combined processes of spike

28

.xj detection and tag extraction extremely unreliable and time consuming. In the
h\ I.

ZQG: case of the carrier recovery detector, signal design steps include the

}:é following:

Y o
2y
I
]
)

e Using MSK or QPSK spreading to lower the output SNR for a given input

N
L SNR and TW product;
Sk
o . o s P . . .
;{ﬁ ¢ Using digitized band-limited Gaussian noise as spreading segquences
;) with essentially uniform phase distribution and Rayleigh distributed
amplitude;
AT
A
o, & . . s
3 e Jittering the carrier frequency; and
N g9 q Y
';*i
’t’ e Time Hopping and Frequency Hopping to limit integration time as
against the chip rate detector.
Ea ™=
\'
:ﬁ* Again these steps should be combined with operation in a dense signal
> .
N environment,
R) "-\
A
Tutll It is concluded that using some of the above design steps plus the
oy
}:nj inherent sensitivity of nonlinear detectors to dense environments can keep
;,}j nonlinear receivers from performing adequately even when excision 1is used to
e
o prewhiten the input and remove distortion from the filter output.
o
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CHAPTER 1
INTRODUCTION

A primary consideration in denying an enemy knowledge of friendly force
position and movement, location of critical command centers, and Electronic
Support Measures (ESM) is using communications signals with a low probability
of detection and interception. One means of providing tactical Army
communications with a Low Probability of Detection (LPD) and a Low Probability
of Identification (LPI) is the use of Direct Sequence (DS) spread spectrum
modulation. Not only does the wideband DS modulation lower the signal power
spectral density, making the signal difficult to detect and identify, but the
signals from the many emitters in a network also tend to overlap and mask the
presence of each other. The purpose of the research reported here is to
quantitatively assess and parameterize the LPD and LPI protection achieved by

a single DS emitter within a network of DS emitters.

The fesearch reported here focuses on two critical emitter detection and
isolation issues. The first area investigates the feasibility of an intercept
receiver capable of isolating an individual communications emitter using a
highly directional anteanna. The second area investigates the ability of an
intercept receiver to somewhat limit the number of emitters in its antenna
mainlobe and then to isolate on an individual emitter using signal processing
techniques. This second area immediately results in consideration of signal
processing techniques capable of performing well when the power of the Signal
of Interest (SOI) is lower than the sum of the powers of the other signals
present. This is the case because it would not be unlikely for the
Signal-to-Noise Ratio (SNR) for one emitter among M emitters in the antenna
mainlobe to be approximately 1/(M-1), where M is the total number of emitters

in the mainlobe.
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not unusual for the "noise floor" of a receiver in a network of DS radios to
be established by self-interference caused by the reception of unwanted DS
signals transmitted by other emitters in the network. This is particularly
the case in the low UHF band (400 MHz) where the propagation attenuationm is
lower and the antennas are less directional than at higher UHF frequencies
such as 1800 MHz. Mathematically this means that for communications power
levels and ranges within a ground-to-ground network of direct sequence spread

spectrum radios it is not unusual for the following condition to prevail

where the left-hand side of Equation (2.1) is the interference power received
at one DS radio as a result of the signal power transmitted by the other
radios ia the DS network. In Equation (2.1), P
transmitted power level of each emitter in the network, GTmR is the gain of
- the antenna of the mth emitter in the direction of a given receiver, G
is the gain of the receive antenna in the direction of the mth transmitter,
B(Rm) is the propagation attenuation assumed to follow a 1/R4 dependence
over the path from the mth transmitter to the given receiver, W__ is the
spread spectrum bandwidth, W__ is the communications baseband bandwidth, and
No
particular coacern is the attenuation of the signal from the nearest
transmitter in the network whose message is unwanted at a given receiver. As
long as the conditions indicated by Equation (2.1) prevail, the SNR at any
receiver is not significantly increased or decreased by increases or decreases
in transmitted power, assuming each emitter transmits at the same power. Of
course, the condition will not be satisfied as the transmitted power is

lowered substantially.

A a4
A B AR

is the thermal noise power spectral density at the receiver. Of
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BACKGROUND

INTERFERENCE IN COMMUNICATIONS NETWORKS

Earlier analysis of the design of an LPI network has confirmed that it is

P_W M G G

T BB TmR RTm

—— z SNW = Receiver Thermal Noise Power (2.1)
1.36 wSS m=1 Z;(Rm) o BB

T is the assumed equal

RTm

SS
BB




Since the transmitted power, P equals the transmitted energy per bit,

TI
EB’ times the bit rate, Rb Equation (2.1) may be rewritten yielding the

following equation:

EBRb M GTmRGRTm
1.36 W z B(R ) >No (2.2)
SS m=1 m

If the interference level at the communications receivers could be lowered,
then the communications transmitted power could be lower to provide more
protection against unwanted detection and interception. As noted earlier, one
way to lower the interference is to lower the transmitted power. However, it
is not always possible to lower the power enough that it is not a major source
of interference at the nearest receiver and at the same time provide reliable
communications at distant receivers to which it is transmitting. However, if
the data rate is reduced then the power could be reduced by the same fraction
without lowering the received enerqgy per bit. If the data rate remains the
same, then the power control issue is range dependent and needs to be

addressed in the network routing control scheme.

Lowering the interference could also be accomplished, and is accomplished
to a significant degree, by increasing the spread spectrum bandwidth Wss.
With power control so range dependent, Equation (2.2) suggests that the
maximum possible spreading bandwidth be used. The interference can also be
lowered by decreasing the values of the interference terms added and by
reducing the number of interference terms added. Lowering the value of the
summation may be achieved by lowering the number of emitters in the network.
This lowers the number of terms added, but more importantly, it tends to
increase the range to the nearest emitter in the network thus dramatically

increasing the propagatioa attenuation S(R) experienced by the interference.

Hence the values of the interference terms in Equation (2.2) will typically be

PR .

f?: significantly decreased by reducing the number of transmitters in the network.
il
‘-"\
L
- 70 From the above discussion, it follows that both reducing the data rate and
Yty
é. the number of emitters in the network will permit the transmitted power to be
r-
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lowered. However, as determined below, the impacts of these two options on

the probabilities of detection and interception at an unintended receiver may |

be very different,
2.2 INTERFERENCE AT UNINTENDED RECEIVERS

The total amount of power lying within the detection bandwidth, WD, of

an unintended intercept receiver is given approximately by

per M GTmIGI'I’m K
SS m=0 Im k=1

where NonD is the thermal noise power, PIk is the received power of the

kth source of narrowband interference,B(RIm) is the propagation attenuation
N over the intercept range RIm between the intercept receiver and the mth DS
e
[ e communications emitter and GITm is the gain of the intercept receiver in the
(¥
8N direction of the mth emitter. If the DS emitters and sources of
!\'
!
{ interference can all be separated or isolated from one another using a
f:; directional antenna, the power received at an intercept receiver from the
:fz m? emitter would be given by
e
D P b8 rm1®rT . N W (2.4)
N W_.8(R_) oIl D :
- SS™ 'Im
o
‘AN . . : . . : .
;uﬂ where GIT is the mainlobe gain of the highly directional intercept antenna
f?; when it is pointing directly at an individual emitter. 1In the situation
;¢? suggested by Equation (2.4), it very likely will be possible to detect and
jfj extract the features of the DS signal from the mth emitter needed to
'.:‘ . . s '] . . . » ]
j;. intercept or recognize it as a signal of interest. This possibility, and ways
'iﬁ to reduce the probability of detection and intercept when this case arises,
qﬁ has been investigated earlier. The result was that increasing power would not
tkk result in significantly improved communications, assuming all emitters
:?: transmitted the same power level. Rather data rate or communications range
= had to be decreased assuming that the spread spectrum bandwidth had been
’aj maximized during design and was fixed by implementation.
':Q 2-3
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The more general case suggested by Equation (2.3) is investigated here to

see how feasible it is to field an intercept receiver capable of the isolation
needed to achieve the near worst-case communication situation depicted by
Equation (2.4).
One option, identified above, was to lower the number of users. However,
this makes it more likely that the individual emitters remaining in the
network will be separated enough in angle to permit the type of isolation
suggested by Equation (2.4).
when the level of self-interference is lowered by reducing the number of
is

transmitters in the network. While the spread spectrum bandwidth, W

ss’

Hence the advantage of self-masking may be lost
|
|
it is not considered to be a

selected during the design stage to be large,
candidate for adaptive variation during operation. This strongly suggests

that adaptively lowering the data rate may be a much preferred way of lowering
transmitted power to achieve LPD and LPI. This lowers the SNR at the
intercept reciever and also has the potential of retaining the very desirable
mutually self-masking aspects of the emitters within a network of DS radios.

This possibility, and factors related to it, will be carefully studied in the

next section of this report. j

2-4 |
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CHAPTER 3
TECHNICAL RRSULTS

3.1 INTRODUCTION

This section of the report is divided into two major subsections.
Subsection 3.2 analyzes the antenna issues relevant to the detection and
isolation of individual emitters. This subsection derives the fact that at
UHF frequencies near 400 MHz that antennas capable of isolating individual
emitters in typical tactical geometries are prohibitively large. At 1800 MHz
antennas capable of emitter isolation are unlikely, but possible. Subsection
3.3 considers the case when the intercept antenna is able to reduce the number
of emitters in its mainlobe to a number M+l, where M is significantly larger
than unity. Further isolation down to individual emitters would then depend
on extracting an emitter feature or features by which the individual emitters

could be identified.

3.2 ANTENNA ISSUES IN EMITTER DETECTION AND ISOLATION

The factors which most influence the ability of an unintended receiver to
detect and isolate an individual emitter within a network of DS emitters are

as follows:

a. the relative communications and intercept ranges;
b. the propagation over the communications and intercept paths;

¢. the gain and beamwidth of the intercept antenna; and

d. the intercept bandwidth and signal processing strategy.

The first three of these issues will be addressed in this subsection and
the fourth issue will be the focus of the next subsection. The approach taken
in this subsection is to determine the relationships between the first three
factors which result in the ability to detect and isolate individual emitters

within a network of DS emitters. The realizability or ability to actually

field an intercept system which embodies these factors will then be assessed.

3-1
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The goal will be to see if any realizable combination of the above factors can

be found which would permit individual emitters to be detected and recognized.

The three factors addressed in this subsection will be analyzed as
follows. The intercept range expected will lead to an indication of the
antenna gain necessary to achieve an adequate intercept Signal-to-Noise Ratio
(SNR). Focus will also be placed on the minimum angular separation expected
between emitters (as seen by the interceptor) for typical communications and
intercept ranges. This angle will provide an indication of the antenna
beamwidth needed to resolve or isolate the emitters in angle. Assuming
communications center operating frequencies of 400 and 1800 MHz, both the gain
required for adequate intercept SNR and the beamwidth required for emitter
isolation lead directly to required values of the diameter of a parabolic
intercept antenna dish. The size of the antenna dish required will be used as
the principal measure of the realizability or fieldability of a candidate
intercept system. The comparison between the antenna size needed to isolate

emitters and the size needed to achieve a required intercept SNR is critical

in determining the relative risk of being isclated in angle or being detected

in a dense signal environment.

The second important factor is propagation. The propagation path for the
communications will be assumed to be 1/R4 in all cases. The intercept
propagation path will typically be assumed to be 1/R2, but the impact of a
l/R4 intercept path will be noted.

Two, major detection strategies will be investigated. The first will be |
linear Fourier power spectral analysis as a means of detecting the DS signal |
in the noise and interference environment. The ability of the antenna to
supply an adequate SNR will be a key issue. The second detection strategy, to
be addressed in Subsection 3.3, will be the use of a nonlinear cross
correlation receiver. In this case, the ability of the antenna to limit the
number of other emitters and sources of nonwhite interference power in the

mainlobe will be critical.
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;:é The first issue to be investigated is the size of antennas needed to
(- q isolate or resolve individual DS emitters within a network of DS emitters.
12 R%
i This analysis will assume that the unintended receiver uses a parabolic dish
}:}: or that the antenna reflector is at least parabolic in the azimuth plane.
.-;{ Under these assumptions, for a parabolic dish with an illumination factor of
li) 0.54, the gain relative to an isotropic antenna in dB is given by [1]
Y
f n
a2
39} GdB = 20 log fMHz + 20 log th - 52,6 (3.1)
DA~
Ao |
where fan is the frequency in megahertz and th is the dish diameter (or |
e |
:: aperture in the azimuth plane) in feet. ‘
-
;“i Two frequencies are of particular interest. These are 400 MHz and 1800 ;
|
@ MHz. At these frequencies the gain in dB, from Equation (1) becomes ;
. |
N |
-_._j:. Ggg = 20 109 D, - 0.56 at 400 MHz (3.22)
%;: = 20 log th + 12.51 at 1800 MHz (3.2b)
(
)
?”k; The ability of an antenna to resolve an emitter depends on its 3 4B
W . . . — 1
»;Qg beamwidth. Generally, in a given geometry, emitters lying within the 3 4B
A !
a‘“ beamwidth of an antenna are not resolvable in the given geometric situation !
. using that antenna. The 3 dB beamwidth, in radians, of a parabolic dish 1
e, 7, ;
LN antenna is given by [1]
i'lfv
18
2%
‘..’ 3
o A . l.223x10 (3.3)
O fHPre :
:¥ z
L)
! B which yields
)
,aN 3.06
.- a 8 ° at 400 MHz (3.42)
! D
:7' ft
o
Pl - 2308 at 1800 MHa (3.4b)
S ft
AN
X ]
"!
LN (1] Reference Data for Radio Engineers, ITT Corp., Fourth Edition, 1949, p.753.
A i\ -
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S} o Using Equations (3.2) and (3.4), the relationship between the gain in dB and
{ the 3 dB beamwidth (resolution) in radians is given by ‘
N
LY
iy |
o Ggg = 9-14 - 20 log 4 (3.5) |
L ‘
\ ) Two approaches will be used to predict how small the antenna resolution
..l\ . . . : . I3 -
A must be in order to isolate individual emitters. The first approach, as used
e N
:jui in the initial DS network investigation at E-Systems, assumes a network of M
NS
AN emitters is active over an area A, The average communications distance (do)
is then defined as the diameter of the circle whose area is such that
Y
o
- T 2
o M|— {(d)%=a (3.6)
% 4 [
*.I
DL,
v From Equation (6), the average communication distance is given by
o
:“_. J——
3 - 4 A
- = —
- @) =2V (3.7)
N
a™ -‘:
;"' It follows that the antenna 3 dB beamwidth should satisfy the relationship
i
N (a)
Pai
_,:n., S o]
o 8= 5 (3.8)
»d I
r0
I
'E; where RI is the intercept range. To insure that consistent units are used,
Y A will be given in square miles, 4 in miles, and R_ will be in miles.
‘o] o I
}?2 Using Equation (3.4) in (3.8) yields
O
1~!
h.*,
X ::" c c
° £ - | VT
g Pee =@y 1 Vi [VHr (3.9)
o
oS
,ﬁq where Cf equals 3.06 at 400 MHz and 0.679 at 1800 MHz.
oy
e
.&f Equation (3.9) is used to plot the antenna diameter, th, as a function
e
‘{{{ of the intercept range, RI' for the case when A equals 100 square miles and
@{f M equals 10, 50 and 100. The result when the communication center frequency
A
';:} equals 400 MHz is shown in Figure 3-1. For an 1800 MHz center frequency, the
W j results are shown in Figure 3-2, From these figures, it is clear that
;;i emitters at 1800 MHz are much more easily resolved than emitters at 400 MHz.
k:ﬁ Based on the "average-communications-range" model, it appears that 50 to 100
DO
Jn% users at 400 MHz distributed over 100 square miles would be resolved by an
4
!}4 3-4
1SN
.
"
l-}!' -

» B TR S N Y

5

YRR T TP N . \
TR I,‘f\f’*- _‘-.J‘\- Ld

X : S R

T T T s
?-."-.;,'.' o "\.}x_/-.:\ _\:'s N T Tt A '-. VAR 5-‘.;:.

5




2
j

ta

P’

vhs

L%
r’.f" <

RV o

k 4
b Xl
"' ‘ﬁ 'l " 3

- ;.
SENNNNER
.;".:')"J";l.'*

(ft)

s 1Io 4

""\‘
L

A

.
l‘ p
(]
[\
vl

50 75 10C
RI (miles)

S A by
59

N Al
T Y I
Pl ES T

-

Figure 3-1. Antenna Diameter Required to Resolve Emitters at 400 MHz,
A=100 Sq. Miles

x}

3-5

. ,._,‘_
’ -
< .J.(’!.{& gr&". -

-
.

\l'\

AT At o A A A A A AN AR 0 A e A P e KRR AP T
D sy e e AR ¢ et At e et o et S RO AN O DR




Ebie i Rin B8 Bix Aan'das She LEs 230 Bhe RTh Jig BUs . o fig St Sty Sia B A R L ok A ot S8 abs ok don San 203 Fob fas Sat Sat far Ra~ AR fac A~ 04 o0& ol ol 'Ww‘rnv\!mmv.’w

AKX

-
o

.
T

- ey oy

- y ', Py
_— MAATIPU

‘

l
T

YRS
el

[
AAL

S XS
RAKEI

Y ST

2 % 4 %%
AARIII Ry

3

Ny

8}
w1
ul
(@}

75 130

X

-.
L
J

2, (miles)

. -
v

-

»

. <
44

v')

. -I..'l"t"’s’r‘

L IR R

Figure 3-2. Antenna Diameter Required to Resolve Emitters at 1800 MHz,
48 =100 Sq. Miles
§ 3-6

4

’ X L AT SR ES "s"',."):"'y.‘ﬂ' RIS T AIYY L 3% ey M

: » X o v . Lt
< N I | A ] Ay Q;--.'.".’.'v ,'Q s ;'n g '."n. .5'-'“.]".“'!‘



memww-n N R TR RTUTTIRL TN TARATUY TN T A AT LN T ST LVTY LAY L Y LT ‘"T
-

intercepter at a range of more than 10 miles only if the antenna diameter were
greater than about 25 feet. The same 25 foot antenna would provide isolation

out to about 50 miles at 1800 MHz.

The fact that a 25 foot antenna would almost surely not be airborne will
be considered later when the impact of 1/R4 versus free space 1/R2

propagation is analyzed.

The second, more direct, approach to intercept antenna requirements is to
set the antenna 3 dB beamwidth equal to the separation between emitters, Rc,

divided by the intercept range, R_. In this case, Equation (3.4) yields

I

Cf
>| —— . .
th RC RI (3.10)

Equation (3.10) is used to plot D__ as a function of R_ for various

values of communication range, Rc' Tﬁz results for 400 MH: communications

is shown in Figure 3-3 and for 1800 MHz in Figure 3-4., From Figure 3-3, it is
apparent that very sizable antennas are required for satisfactory resolution
at 400 MHz. Note that if the communications link is not perpendicular to the
line of intercept, even larger antennas are required. Hence, the antenna size
plotted is the smallest capable of isolating the emitters with the specified
separation. Figure 3-4 shows that an intercept range of less than about 20
miles is required if emitters at 1800 MHz separated by one-half mile are to be

resolved with a 25 foot antenna.

Summarizing, Figures 3-1 through 3-4 reveal that to isolate communications
centered around 400 MHz requires either very large antennas (greater than 25
foot diameter) or very close intercept locations (less than 5 or 10 miles).

Antennas this large would not be mobile but could exist as fixed-site

installations. For fixed sites, the intercept range is expected to increase
resulting in even larger antennas. Hence, isolation of emitters at 400 MHz
seems infeasible for most tactical communications emitters at 1800 MHz appears !

feasible, but not likely, except at intercept ranges less than about 10-20

miles for emitters separated by one-half mile. It appears that a 10 foot
3-7
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A
:2;2 antenna, consistent with airborne intercept, would require an intercept range
L %)
{ of 7.5 miles to resolve emitters separated by one-half mile and 15 miles for
*hi emitters separated by one mile. It should be noted that propagation and
LAY
i signal strength considerations as discussed in the next section relate
e directly to the ability of a receiver to isolate DS emitters.
¥
\
f.')
, ;§ The second issue critical to emitter isolation and detection is the
e
;’}: intercept Signal-to-Noise Ratio (SNR). The SNR, in turn, is strongly
Jugd
:j: dependent on the propagation mode between the emitters and the intercept
receiver. These issues are discussed in this section of the report.
NS
A
R
Wk A DS emitter spread its transmitted power, P_, over its spread spectrum
AN P T
L:ﬁ bandwidth, Wege Assuming that the transmitted sigmal power spectral equals
 J p'r/wss' the power in an intercept bandwidth, WI. is given by
e
_'-‘:_.
L L
ey P.(W /W ) G_ G
L T I ss TI IT
f._‘- Q = x (R )L (3.11)
o I I'1I
!
g?)f where G, is the gain of the communications transmit antenna in the
.
TR direction of the unintended intercept receiver, GIT is the gain of the
L
l?;: intercept antenna in the direction of the communications emitter, aI(RI)
Py - is the propagation attenuation over the intercept path of range RI, and LI
WO is the loss in the intercept receiver. Assuming the intercept receiver is
- .
o
:a thermal noise limited, at noise power spectral density NoI' the intercept
o
" . .
1% SNR, denoted by Q/N_ is given by
o~ I
o
P P.G. G
B -’ w L -
o N O RN, Mesly
L]
o'l‘
i:? since the intercept thermal noise is equal to NonI' In order for Q/NI
';* to exceed the required value, denoted by (Q/NI)*, Equation (3.12) shows that
“w
:ﬁj: the intercept antenna gain must satisfy the relationship
o
U
o
Lo (Q/N_)* a« (R)W_ N L
f,, GIT > I . GI I" ss ol'l (3.13)
A T TI
P
o
v
:f 3-10
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However, the gain of a parabolic antenna can be written in the form

ﬂDI 2
G = 0.54 ~ (3.14)

from which Equation (3.1) follows. Substituting Equation (14) into Equation
(3.13) yielas

(Q/N_)*W N _L
4 I ss oI I
D__=2.87 x 10 V R . (3.15)
ft pTGTI [GTI/GT§] I,mi
when the intercept path is free-space and when RI mi is the intercept range
in miles. Equation (3.15) is used to plot th versus RI mi from typical

values of the parameters under the radical sign. The assumed values are
(Q/NI)* equals 10, PTGTI the transmitted Effective Radiated Power (ERP)
is 10 watts, N is -196 ABW/Hz, L_ is 3 dB and the gain ratio

[GTI/GTR] equagz unity. The antenia diameter required to achieve the
necessary value of (Q/NI)* for three values of spread spectrum bandwidth are
shown in Figure 3-5. Note that the diameter is quite small, relative to the
diameter needed to resolve emitters, even with the reasonably low transmitted
ERP of 10 watts. From Figure 3-5, it is clear that for free space propagation
the size of the antenna required to achieve useful values of intercept SNR is
small compared to the size needed to resolve emitters. The size is small even

at ranges compatible with airborne intercept from many tens of miles.

When the intercept propagation path is not free space, the attenuation can

be written in the form
4
a(RI) = C(f,ao)afs(f,no)(RI/no) (3.16)

for typical 1/R4, lower UHF ground-to-ground communications over intercept

ranges of about 0.1 miles to 10 miles. In Equation (3.16) , C(f,Ro) is a l

constant which, depending on the heights of antennas, could reasonably equal
35 dB at a reference range, Ro' of 1 mile. The factor afs(f,Ro) is !
the free-space, 1/R2 attenuation at the communications center frequency and
reference range of 1 mile. Therefore, it follows that,

3-11
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M afs(f,Ro) = —x1-= [36.58 + 20 log fMHz + 20 log Ro,mi] 4B (3.17)
o = [36.58 + 20 log fMHz]dB
)
2 at the referene range of 1 mile.
-.\..
-
) igi In, dB, the 1/R4 attenuation is therefore
Y
ite q(RI) = 71.58 + 20 log fMHz + 40 log RI,mi (3.18)
3
:xj for RI mi between about 0.1 and 10 miles. Using Equation (3.17), the
_‘--. ’
) diameter of the intercept antenna becomes
G
S (Q/N_)*C(f,1)W_ N __L
i;: > 3. 4 I ss ol'I 2 .
N th_..z 87 x 10 VA3 [a 78] RI ,mi (3.19)
Sy TI TR
J'\'-
[ 4
A Using C(£f,1) equal to 35 dB, Equation (3.19) is used to plot th versus the
AN
N intercept range. Note the dependence on the square of the intercept range.
atx For the same values of the parameters under the radical sign, Figure 3-6 is a
::* plot of th versus RI for three values of the spread spectrum bandwidth.
- From Figure 3-6, note that the antenna diameter required is much larger for
& J‘n s : (]
o 1/R4 than 1/R2 propagation. For instance an antenna diameter of more than
>
IC:: 25 feet is required to intercept a signal wi'th a 10 MHz spread bandwidth from
B
W an intercept range of only 5 miles under the assumed conditioms.
o
S8
‘ilJ From Figures 3-5 and 3-6, the conclusion is that for free-space, 1/R2
-
*':: propagation the intercept antenna diameter is quite small and easily
'pfl realized. The antenna is much larger for ground-to-ground intercept of DS,
!?' UHF signals.
itl Overall, the conclusions from Figures 3-1 through 3-6 are that while
'}} resolving emitters at 1800 MHz is feasible, it is most likely that intercept
..ﬁ antennas will be able to achieve intercepted signal power well above thermal
) \)'
‘:;: noise levels but that several emitters would typically be within the antenna
-
. 3 dB beamwidth, particularly for communications at 400 MHz.
) )
®:
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Based on Figure 3-6, 1/R2 propagation will be assumed for the intercept

path. From Figure 3-5, a 25 foot antenna will provide an intercepted signal
power well above the thermal noise floor when the intercept propagation path
is 1/R2. Using Equation (3.10) and solving for the communication range with
a 25 foot antenna yields the following condition under which the

communications emitters are not resolved

Cf
Rc<2_5 RI (3.20)

Equation (20) yields Figure 3-7, which plots the minimum resolvable
emitter separation using a 25 foot antenna as a function of intercept range.
The figure suggests that many emitters will be within the 3 dB beamwidth of an
intercept antenna, particularly at 400 MHz. For instance, at an intercept
range of 40 miles, the mianimum resolvable separation is about 5 miles at 400
MHz. A circle with a diameter of 5 miles has an area of almost 20 square
miles. Using Equation (3.7), the value of M such that the average
communications range, (do), equals one-half mile is 101. Hence many
emitters are expected to be in the 3 dB beamwidth and potentially mask the

presence of one another.

The ability to extract a feature which could allow the individual emitters

to be identified is discussed in the next section.
3.3 EMITTER DETECTION AND ISOLATION USING NON-LINEAR RECEIVER
3.3.1 Background to Non-Linear Intercept

It may be somewhat surprising that DS signals which are expected to have
such low spectral density do in fact arrive at receivers well above the noise
power spectral density. At friendly receivers, to which the DS signal is not
being transmitted, this causes network interference. At unfriendly intercept
receivers, the DS signal is well above the noise and provides an appreciable
intercept SNR. These issues will now be investigated as preliminary to
determining when in fact non-linear receivers are needed because the signal is

below the receiver noise.
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”:: It would not be unusual for a UHF ground-to-ground (1/R4) communications
{ system to transmit on ERP; of 10 to 20 dBW. This power, when spread
ufi uniformly over the spread spectrum bandwidth wss' yields an intercepted
:Eﬁ power spectral density given by
N
150N
-
A
1)
L
QW P_G. .G
N T TI IT
i Q, = (3.21)
%\
_{\1 4R\ L,W__
' <
[t &
NN _ ERPp [Gpy/ ®rr1%r
e ) amr ¥ L W
{;{ I I ss
NN X
3 f )
where l/R2 intercept propagation is assumed and the variables are as defined
*p
:i; in the previous section. Assuming the intercept thermal noise density is
AT, . . :
u&; NoI' the ratio QO/NoI in dB may be written as follows:
N
( &
o (Q/Norlap = (ERPp)apy * [Opp/Cprlap * (G1p)as (3.22)
v\.:r-.
)
K 4‘I'I'R
G = -(L_) = (W_) - (N )
- N 1'dB ss’dBHz ol’dBW/Hz
:;, Equation (3.2) can be used to calculate (GIT)dB and Equation (3.17) yields
:ﬁ} the free-space attenuation. Assuming a loss of 6 dB and an 8 @B noise figure
4,
??9 Equation (3.22) becomes
S
S5 -
L (Qy/Nop)gp = 1008 + (ERPp) gpyy + 2(Pep) apee ~ [Srr’Crrlan
N‘:‘
o (W_) 2R, ) (3.23)
N “‘"ss’dBHz " I.mi’dBmi ’
9.
\:; As an example, suppose the ERP,_, is 10 dBW, the intercept antenna has an 8
l.-’l' T
:{. foot diameter, and the mainlobe-to-sidelobe ratio is 15 dB. Then Equation
:j: (3.23) becomes
(“.
a5 = - -
o (9,7N1)ap = 113:8 - (W) apuz = 2(Rp i) apmi (3.24)
.u"'
,(:{
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.{f: The signal power spectral density is 10 dB or more greater than the noise
(_ \ spectral density whenever
I:‘:‘
O (wss)dBHz + Z(RI,mi)dBmi =<103.8 (3.25)
I
P
\ ) Even with a spread spectrum bandwidth of 100 MHz (80 dBHz), this means that at
o
i?* intercept ranges less than 15.5 miles the signal is well above the intercept
~
,iij thermal noise. The noise floor of a friendly receiver to which the
'
! propagation path is free space, but to which the signal is not intended, would
) likewise be dominated by the DS signal rather than the thermal noise.
.ﬂn
E s.:;
S
a:ﬁ= To determine the impact of the anticipated 1/R4 propagation path between
Yl
"N friendly receivers, Equation (3.21) is rewritten to replace the free-space
_!_' attenuation with a.(RI) given by Equation (3.16). 1In this case RI would
’:{b represent the range to the interfering communications transmitter. At 400
Ei§ MHz, and using C(f,f ) as 35 dB at one mile, we obtain
e
4
{ = . -
. (Q,/N 1)gp = 65-8 + (ERP1) qpy + 2(Dg dypee = [Gpp/Gpplap
.r:j;:
\_ »
. - W - 4 . . .
ﬂé} ( ss)dBHz (RI,mx)dBm1 (3.26)
v
PR - Using the same values as follow Equation (3.23), Equation (3.26) becomes
’:'-_-
"
(I
" = 78.8 - - . . .27
- (Qo/NoI)dB 8.8 (wss)dBHz 4(RI,m1)dBm1 (3.27)
K
.i; It follows that the noise floor would be increased 3 dB or more because of
‘e
:?: the addition of the signal power density whenever
v
o
Aty < 78. .28
" (wss)dB + 4(RI,mi)dBmi 78.8 (3 )
'éﬁ
‘?}& With a spread spectrum bandwidth of 80 dBHz, this occurs for an
f:x interference range of 0.93 miles or less. Hence friendly transmitters closer
L
- than about a mile are potential sources of significant self-interference for
:&é ground-to-ground 1/R4 communications at 400 MHz. Many transmitters simply
bt increase the potential for self-interference. Interference effects could
bl 3-18
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apparently be improved by increasing frequency to 1800 MHz thus achieving
greater attenuation, higher mainlobe-to-sidelobe ratios and larger spreading
bandwidth. However, as shown earlier, intercept at 1800 MHz requires a
significantly smaller intercept antenna to achieve isolation of communication
emitters. Multiple mainlobe emitters may well be needed to complicate the

operations at unintended interceptors.

From Equation (3.25), it is apparent that the spread spectrum signal power
in an appropriate intercept bandwidth may well be substantially above the
thermal noise power in a variety of intercept situations., This being the
case, the remainder of this section will assume that the intercepted power is
well above the thermal noise. From the Low Probability of Detection (LPD)
viewpoint, this is conservative since whatever contribution the noise makes
will be to degrade the performance of detection and feature extraction

receivers.

3.2.2 Detection Using a Dual Channel Cross Correlation Receiver

The dual channel cross correlation receiver is one type of non-linear
receiver which in theory is capable of detecting signals even when the signal
power spectral density is below the thermal noise power spectral demsity at
all frequencies. A functional block diagram of a cross correlation receiver
is shown in Figure 3-8. The signals from channels A and B provide a
multiplicative reference for each other. When the signal is much stronger
than the noise, the performance is similar to a matched-filter receiver with a
noisy, rather than perfect, local replica of the incoming signal to be
detected. When the intercepted signal power, Q, is well below the intercept

power, N_, the output signal to noise ratio, (SNR)O, is given by

I’
(SNR) = Z(Q/N)i ™ (3.29)

This expression is typical of the output SNR of squaring or correlation
receivers. In other receivers, the factor of two is replaced by another
number less than two and typically between 1 and 1/4. The factor is two in
Equation (3.29) because of the two antennas used by the cross correlation
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:3: receiver. Equation (3.29) suggests that provided the input bandwidth W

contains some signal power Q that integration over a sufficiently long

o« . . .

) interval T will result in a useful output SNR regardless of how small the

:; input SNR denoted by (Q/NI) becomes.

o

t In practice the processing time T is limited by a number of issues

2d including receiver mismatch, gain fluctuations, signal variations, and

,-d receiver precision and dynamic range. The ability of the cross correlation

K

f“ receiver to detect signals below the interference level is very much dependent

on the strength, amplitude variation, number, and dynamic behavior of these
IO nonwhite sources of interference. Correlated sources of interference entering

both channels also degrade receiver detection performance.

[)
Y |
@ The antenna beamwidth of the correlation viewer is assumed to be quite
» broad so that special antenna tracking is not required. Hence the signals
SR
:~ from many emitters in the DS network are expected to enter the receiver.
;:; These DS signals are expressed in the from
'l
‘-
b _
Lo sm(t) _-vzsm bm(t)um(t) cos [Zﬂfct + Om] (3.30)
.
" th
) where bm(t) is the bit phase of the m emitter at time t; um(t) is the
chip stream of the mth emitter (which is assumed to be statistically
;: independent from emitter to emitter): fc is the center frequency assumed to
'; be essentially the same for all emitters in the network; and Om is the
fL=
:: carrier phase of the mth carrier relative to 60, which is assumed to be
': zero. This means that the signal component of the composite waveform entering
? the multiplier in Figure 3.8 from channel A is given by
Yt
K Nove
W Spalt-8) =V2s b (t-A)u (t-8)cos [2wf (t-8)+6 ] (3.31)
g
;{ The signal component from channel B is given by
2
N sm(t-t—sm) =*stm bm(t—t-Sm)um(t—t-Sm)
X cos [Zﬂfc(t-t-sm)+ em] (3.32)
‘
<
L}
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where Sm is the differential propagation delay of the mth signal between

the two antennas.

The threat posed by the cross correlator is that by proper selection of
the variable delay T in channel B to a particular value, tm*, the mt:h
signal in channels A and B will be coherent resulting in an output of the
integrator equal to Sm plus distortion. This particular value of tm*

which brings the mth signal into coincidence at the multiplier is equal to
4 - Sm, where A is the maximum differential delay equal to at least

the separation between antenna phase centers divided by the speed of light.
The most negative propagation delay occurs when the signal arrives end-fire
from antenna B to antenna A. Hence, the maximum required variable signal

delay equal 24.

Looking at Equations (31) and (32) it is clear that the mean shape of the
integrator output near tm' is determined by te autocorrelation function of

um(t). Since this function is triangular spike band-limited to the receiver

bandwidth W, the duration of the spike is approximately 1/W. However, since W
is very nearly the spread spectrum bandwidth, wss’ this spike is very narrow
having a duration about equal to the chip interval. The sharpness of the
autocorrelation spike also dictates the increment by which the variable delay
should be changed. Assuming a delay increment which is a small fraction, say
175 or 1/10, of the chip interval the output of the integrator as a function
of the delay t is a sequence of autocorrelation spikes. The delays tm*

at which they occur defines a Line of Bearing (LOB) on which the mth emitter
is located. 1If an identifying feature of the signal transmitted by the mth

emitter an be extracted by which LOB's can be exchanged and combined among

g
N
.\
o)
>
n

intercept receivers, then the mth emitter can be located. One such tag or

Ps

identifying feature is the precise chip rate of the mth emitter. Other tags

A

include the exact center frequency, corrected for doppler if necessary,

i

received power level in some situations, signal timing as the transmitter is

S5A55

tuned off and on, and perhaps certain patterns that the autocorrelation spikes

Pl L4

"p{k

produce. Tags of this type may pose a very severe threat to DS emitters when
used in conjunction with LOB information derived from a cross correlation
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receiver. Various tags will be discussed later in this section, particularly

the chip rate and the center or carrier frequency of a DS signal.

The critical issue is if a tag exists how can it be unambiguously
associated with a certain autocorrelation spike and hence a certain LOB. It
appears that once tm* is carefully determined based on the location of the
autocorrelation spike, then additional feature detectors can be switched into
the receiver. For instance an addition delay in one channel of approximately
half-a-chip interval could yield the input to a chip rate detector. The
square of the mth signal achieved when tm* is used could provide

information on the carrier center frequency.

The correlation spike of height Sm is distorted by the effects of noise,
the other DS signals, and other interfering signals. When taking these
sources into account, the output SNR for signal so(t) as the square of the
expected value divided by the variance of the integrator output, can be

written in the form

(SNR) = — (3.33)
o Dss + DSP + DNS + DNP + DNN + DPP

where the particular delay to* is assumed to exist in the cross
correlation receiver. Th term Dss is the distortion power due to the

multiple signals interacting with one another, is the distortion power

DSP

of the signals interacting with narrowband interferers, DNS is the result of

noise interacting with the signals, D__ is the power caused by the

NP

interaction of noise and the narrowband interferers and DNN and DPp are
the powers caused by the interaction of noise with itself and narrowband

inteference with itself respectively.

The mathematical expressions for each of the distortion power terms are

given below:

M
I S § (3.34)
0
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where the value 1.36 arises from the matching spectral taper of the
interfering DS signals and L isrthe number of signals which interfere with

signal so(t).

2 M K sin x k 2
D.. = me— I L s P | (3.35)
SP TM.s m=0 k=1 ™ X x k
where M is the number of narrowband inteferers with powers P and the
[(sin x)/x] factor accounts for the offset of the narrowband interferers
from the center DS frequency.
N _ M (N _W_ ) M
oI ol ss
Dys = T L S, = W Ls, (3.36)
m=0 ss m=0
where NoI is the thermal noise power spectral density of the cross
correlation receiver, assumed the same in both channels.
N K K
ol ol ss
D = — I P, = — I p (3.37)
NP T ka1 K s x=1 K
N K
I
= S
L]
Twss k=1 k

where NI equals the intercept thermal noise power in the intercept bandwidth

W .
ss
2 2
NoI wss NI
o = 2T~ ITW__ (3.38)
ss
and
K
1 2
D = = X P (3.39)
PP 2 k=1 k

Of special interest in a test case is the situation when P_ equals zero

k
for all kx and there is only one signal, so(t). In this case Equations

(3.33) to (3.39) yield

e ANYTYY

l. " l.l,l. 4
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S, 2 2 (S./N7)2TW
(SNR) = ° : - o I (3.40)
o NI NI 1l « 2 (SO/NI)
™ S, * ITW
SSs SS

which is a known result and agrees with Equation (3.29) when the input SNR,

denoted by (Q/NI), is much smaller than unity.

As indicated earlier, of particular interest is the case when the signal
power is well above the thermal noise power. In this case, the contributions

of DNS and DNN can be ignored and the output SNR becomes

So2

(SNR)O = Dgs + Dgp + Dyp +_5pp

(3.41)

where the DNP term is retained because the narrowband interferers can be so

strong compared to the signals.

Two cases related to Equation (3.41) will be considered. First, is the

case of no narrowband interference for which

2 2
so 1.36 so Twss (3.42)
(SNR) 2 em—— =
(] DSS M M
I I Sm S
m=0 g=0 q
m=q#0

When all powers are the same Equation (3.42) yields

1.36 TW 1.36 TW
sS  ~ ss
2 - 2
M - M o M

(3.43)

(SNR)o =

which generally speaking is expected to be large. However, if S° is small
compared to some Sm, m not equal to zero, there is an opportunity for self
masking even in the cross correlator. Assume, for instance, that S1 is much
stronger than all other signals. Then Equation (3.42) yields

3-25




o
A
{ﬁ
Kot
AO
{ 2 2
o~ 1.36 So Twss 1.36(50/51) Twss
N (SNR) = = (3.44)
o .2 M 142 M
o S1 + ZS:L I Sm < I Sm
N m=0 1 m=0
‘ mil m=1
'-'s 2
. = 1.36(S_/S,) IW
.o o 1 ss
L\
;;w which shows how cne strong signal can mask a much weaker one. However, the
output SNR for emitter number "1" would be very large. This could result in
'ﬁﬁ emitter number "1" either lowering its power or perhaps being destroyed. This
T would then allow the TW factor in the output SNR to yield an appreciable
[ Ss
e output SNR. It appears that strong signals, and their emitters, could be
o systematically eliminated allowing the subsequent exposure of weaker signals
i P
'::' and their emitters. To avoid this, the communications might have to use
iﬁ bursts, such that the useful integration time T is limited, in accordance with
}i increasing the number of emitters in the network, such that
o
:
; SS ~
v, =1 (3.45)
'y Mz
& »
-
;) ) This also implies that the emitter transmit duty cycle would need to be
,ﬁﬁ increased, perhaps using dummy traffic, to nearly unity. This could have
" o
,: . operational consequences as well as shorten battery recharge intervals
'~ significantly.
.l
e
- Since the output of the cross correlator at tm* is the power of
.f.'
’;{ sm(t), it is not possible to avoid the cross correlation spike without
:ii reducing transmitted power once antenna, propagation and masking issues are
(7
".' fixed. However, it may be possible to significantly degrade the operation of
15¢ a network of cross correlators by using repeated short codes in the DS
A
,: signal. This would cause a number of minor cross correlation spikes with
.‘ 3 .
;: increasing amplitude until the spike of height Sm is achieved at variable
}
9 tm*. The many minor spikes, however, could make it very difficult to pass
i‘ reliable emitter Line of Bearing (LOB) information between intercept receivers
':3 to achieve emitter location. Alternately, all emitters could share
y 3-26
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a certain code segment or segments which would generate many false spikes and

-

LA
F APy

( make the tm* values very difficult to determine. Sorting on only the |
" 1
e largest spikes would allow the emitters with lower power to remain masked. i
N 1
" Again, however, destruction of the emitters with the strongest power would }
'.\ .
k}: have to be avoided by perhaps using power control and rapidly moving the
Pl |
! emitters with the largest power.
.\r'
S
..:"
%:i Ultimately, however, the masking techniques which most capitalizes on the
LT: inherent weakness of the non-linear recievers is to locate DS signals where %
many interferers also operate. Of course, the environment cannot be so dense :
;ﬂf that the communicators cannot synchronize and exchange data. This leads to
-"‘ . s s !
:¢A the second case of interest in which the total distortion power at the delay
o L. . .
o, * ’ .
O\ To is increased by the sum of DSP DNP and DPP This yields the
!L output SNR as given by Equation (3.41), which may be rewritten in the form
n:\-
o
o so2 Mss
‘h\ -
(SNR), = 1 M M M K 3 W K
— I L S sS+2 I I SPX +N L P « I P
X 1.36 o0 q=0 ™ T om0 k1 M EE Iy K 2 ka1 ¥
ro- m=q#0
03;
';; where xk is defined to equal the spectral taper factor
2
o sin x_ |? sin v (£ - £)T_ ]
e X = k _ c k"¢ (3.47)
T - I ——— = — ’.'f .
= k x, v(fc fk) c
b -
® where fm is the center frequency of the narrowband interferer and TC is
.35 the chip duration of the DS communications. The average value of xk is
R "
«ji approximately 1/2.22 which will be used to simplify Equation (3.46).
AN
‘-J.
.

Note from Equation (3.46) that the interferers have a dramatic impact on

the output SNR. For instance, neglecting the contributions from D__, D

§S Sp

and DNP yields an output SNR equal to

‘-; 2802

p (SNR)° = (3.48)

K
2
o

k=1
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which is expected to be low for reasonable values of K and Pk'

With NI much less than the typical signal power, Sm' Equation (3.46)

~
xS becomes
oS
2502 Twss
NR = .
. (s )0 VR VRS T > (3.49)
1.47L I s S_+ 1.80 ! L sp + TW_ L p
m=0 q=0 d m=0 k=1 k=1

¥ m:qfo
’::- Clearly, the cross correlation receiver must try to eliminate or excise the
s
\{: narrowband interference in the input before multiplication or after

integracion or both. However, in a dynamic environment, the integration time

T may be long compared to the average time interval in which the number and

2 total power of the interferers changes significantly. This makes excision at
- the integrator output more difficult.

The following definitions simplify the evaluation of Equation (3.49)

X a = S /S (3.50a)
X m m o
and
N B, = P /S, (3.50b)
'

o Using Equation (3.50), Equation (3.49) becomes

P

L

v

22 2TW

N, (SNR) = 53 (3.51)
P o MM M K K 5

L 1471 I aas+1.80 I Ia B+ I 3k

N m=0 q=0 " 9 m=0 k=1 k=1

NG

. m=q#0

R ]
:: Generally, if the output SNR for a DS is several dB, say 8 to 13, then
JQ the presence of the autocorrelation spike can be detected and the setting of
.
’o the variable delay at detection provides LOB information. As mentioned
o Y P
‘.ﬂ earlier, one means of complicating this operation, and thus degrading
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performance, is to create compound signals with multiple autocorrelation and

cross correlation spikes.

For approximately equal powers of spread and unspread (narrowband) signals
@ equals about Bk which equals about unity for all values of m and k.

In this case, Equation (3.51) becomes

(SNR) = 2TW (3.52)
o 1.47 (M2 - M) + 1.80 MK + KTWgg
= 2 1 <?
' M2 K
1+ Twss[1.47 =+ 1.80M]

This expression confirms that narrowband interference needs to be excised from
the input or appropriately filtered or ignored at the output of a cross

correlation receiver in order for it to achieve reliable performance.
3.3.3 Detection Using a Chip Rate Detector

As indicated earlier, the potential exists for the cross correlation
receiver to develop a LOB on each DS emitter for which the differential
propagation between antennas is more than about (wss\JZ(SNR)o)-l
seconds. This timing difference would typically correspond to a few feet with
wss equal to 100 MHz or a few tens of feet when wss equals 10 MHz. If a
feature of the mth LOB is based, then multiple receivers and feature
extractors could isolate individual DS emitters unless they were very close
together. In terms of targeting, such a cluster could be a high value
target. One feature which might possibly be used as a tag to identify a LOB
is the emitter chip rate. However, the chip rates are expected to be very
nearly identical. The issue then is how well can a chip rate detector
distinguish between the very nearly chip rates used by the emitters in a DS
network. This issue is discussed below and a detailed analysis of the
performance of a chip rate detector is provided in Appendix A, which was

prepared by Edgar German of GT-Tech, Inc.
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A functional block diagram of a chip rate detector is shown in Figure 3-9,

The basic goal of the receiver is to multiply the receiver input by a delayed
version of the input and then bandpass filter. Note this could be achieved
using two channels after tm* has been determined by placing an additional

delay in one channel below multiplication and bandpass filtering.

The principle of operation for the chip rate detector is as follows.
Given a chip sequence uo(t) the product uo(t)uo(t—t) is random.
However, the expected value of uo(t)uo(t—t) is a deterministic
square-wave function with a periocd equal to the chip duration. Since the
expected value of uo(t)uo(t—t) in the autocorrelation function, the
power spectrum of the product uo(t)uo(t-t) has harmonics at multiples of
the reciprocal of the interval. The fundamental frequency of the discrete
power spectrum is the chipping rate. Hence, extraction of this spectral line
and the measurement of its frequency provides a measure of the chip rate
transmitted by a DS emitter. Stochastic signals which have periodic
statistics, such as the autocorrelation function, are called cyclostationary

signals.

Three factors dominate the distinguishing capability of the chip rate
detector. One is the narrowband interference whose dramatic effect was
discussed for the cross correlator. Narrowband interference has similar
effects on the output SNR of the chip rate detector as it did for the cross
correlator. The second factor is the filter resolution of the chip rate
detector. The processing time T must be such that the bandwidth of the
bandpass filter 1/T is less than or equal to the difference is the chip rates
to be distinguished. For instance a rate difference of one chip per second
requires a filter with one Hertz of bandwidth or more. The third factor is
the extent of self-masking interference the several chip sequences have on
each other. These last two factors are treated in detail in Appendix A and

the self-masking factor is discussed below.
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Figure 3-9. Functional Block Diagram of Chip Rate Detector
3-31

-5 PN o

0

"
..
LY

ﬂ(’f- 'J’ L -~ ‘- ., '.-"u'q A AT A A IR o AN
C AR a. A ‘!n"?ﬂh‘.‘ .y .. e, l.o’ . £ "U.l aa & s WAL R WA B _g, .,',_ WA, ",\ .ﬁ’?’.tr,‘t‘,




AL

A

9

‘i' Y

'Y

S

o th

|' From Appendix A, the output SNR for the m DS signal is given by
{

o

-

P :_:. szTW

N (SNR) o ,m = W , , M M (53)
o L sg + 5 I I s.;s

) 2=0 j=0 k=0 ?

AN j#k

n’-'

\::: where it is assumed that the signal power of the DS signals is well above the
L

s thermal noise level, NI. From Equation (3.53), it is clear that with only
afls

one DS signal present the output SNR is bounded at the value TW. The reason

:';-; why the term Sz appears in the denominator is that even when the DS

::::-f signal is very strong it is still random and this random behavior gererates _
‘:".: self noise which has a power of si/'rw in the output bandwidth of 1/T
by <"

.": Hertz centered on the frequency W Hz.

'.,:' When all the M+l signal powers are the same, the output SNR is the same
L for all signals at the value of
;

o W ~ 2TW

1 (SNR) = 3T > = 2 > (3.54)
" (M+1) + = [(M+1)" - (M+1)] M
o 2

e

", . . . : s : . . .
g Since the signal of interest is a sinusoid in essentially Gaussian noise, an
)

!.\ envelop detector at the output of the bandpass filter will reliably detect the
'\.-.‘ . N . . . :

=) chip rate line when (SNR)o is greater than about 10 4B, The probabilities
8
::.': of detection and false alarm are conveniently related to the value of the
I\ L}

¢
;"‘ output SNR in Appendix VII of the report included here as Appendix A. For the
.? output SNR to be less than 10, Equation (3.54) shows that the number of
::::: masking emitters, M, must satisfy
[

-(’
‘Zh',i»

=~ W

.-' M > E (3-55)
P
Sy
L™, 7
_{;: For values of TW greater than 10 , the number of masking emitters must
D7
:;“ exceed 817. Hence, it would appear that emitters are not able to mask each
< . other from a chip rate detector unless the chip rates are very close to one
:'i another. Certainly the rates should differ by no more than about 1/10 of a
::',:: chip per second. This means that for moving emitters or receiver the time
'J:'
(o 3-32
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.“J; dilation, the source of doppler shift, will often provide more differences in
( -\ the apparent chip rate than the tramsmitter timing sources. Such timing
.fe sources are extremely stable. If the chip rates differ by more than a
;JSE fraction of a chip per second, then filtering may be able to isolate the
%53: individual chip rate lines in bandwidths where the SNR is quite large for even
:i) relatively large networks. As in the case of the cross correlator, it appears
:“;T that narrowband interference is the key to whether the chip rate detector will
“wé achieve the necessary values of output SNR.
;;.:

. One possibility to lower the risk of being isolated by a chip rate

ﬁ$¢ detector is to jitter the chip rate. However the amount of jittered required
;$~§ is significant and therefore the structure of the despreading correlation in
! Jr the friendly receiver is complexz, unless a convolver implementacion is used.
.._ A second possibility is to limit the integration time T to a maximum usable
;;Eé value of about 1/2RH by hopping at a rate of RH hops per second. This has
_iza significant potential as just a few tens of hops per second will dramatically
b7 reduce the usable integration times or increase the usable filter bandwidths.
iﬁ Hence, a hybrid or jittered DS system or both should be considered when the
%*3 goal is to avoid a persistent, high technology, non-linear intercept receiver

o threat.
'

F) Alternately, the chip shape may be selected to radically reduce or
;\ﬁ eliminate the chip rate line. Theoretically this happens for sin x/x
:Ej time-shaped pulser, which have a uniform bandlimited Fourier spectrum[zl.
!:’ While those pulses are not realizable, the theoretical null for uniform

,!%; spectrum can be approached with realizable pulse shapes. In this way, the

QEL chip rate line can be very much reduced. As a practical matter, chip shapes
Ei; which are bandlimited have excessive temporal content at times well outside
Z?t the "chip" interval. However, compromises and partial response techniques may
9. exist allowing significant reduction in the performance of a chip rate

fz detector.

&

o
%-Q (2] Reed, D.E., and Wickert, M.A., "Minimization of Detection of Symbol-Rate
:i: Spectral lines by Delay and Multiply Receivers," IEEE Trans. on Comm., Vol.
’:h 36, No.l, January, 1988, pp. 118-120. 333
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Of course, placing the DS signals in a dense signal environment will

w

—,

dramatically degrade the performance of the chip rate detector and the cross

’

vy

correlation receiver. 1In this case, however, some of the "TW" product of DS

R el vl s

4/

signal must be used to overcome the power of the in-band interference. Hence

a a8«

—

the signal power spectral density can not be as low compared to the thermal

noise.

w

-

EXX A

sk

3
-
h

Pl
-"‘:" -" :’ -" 5

."-?

- ey
[ ce
RN .

L T ]
RN P
[

wala e

9\_ &

O
W

2, i
PRLLLN®

Rl 3-34

he

/

\

AR
y P

-] - N N I T > MR W = g™
L -;\,"JQJ\,‘IIJ'JJ-'J‘, -I\(' ".r.v-.a‘

T AR A P e (M T (!
0 P W T .‘,'a KA !'u !'c "u‘&n‘!”"'. !'o"‘t !'- !‘



» ..
z
n*'l

l-’ -
wal
‘m::
>
e
o0
g CHAPTER 4
CONCLUSIONS
O
o
o . _ . . .
b The technical analyses of the report began with consideration of angle
o . . . . . . .
= sorting or isolation using directional antennas. The conclusion of the
Sl antenna analyses is that at 400 MHz it is very unlikely that intercept
1 . s e .
_:ﬂ antennas will be large enough to resolve individual emitters. 1In fact, from
;: an intercept range of about 15 miles, emitters within 2 miles of one another
g
~
b . are likely to be unresolved. For a given aperture size, the beamwidth of an
. antenna at 1800 MHz is about 0.22 times narrower than at 400 MHz. Hence, for
\.J
ij a 15 mile intercept range, the resolution is about 0.44 miles. These numbers
::; assume a 25 foot azimuth aperture which is large for an airborne antenna
;f anticipated when the intercepted range is 15 miles or more. Airborne arrays
,_ using multiple aircraft are a potential means of achieving the required
:T% effective aperture and this intercept threat should be considered if there is
o any evidence of its existence.
o
! The second part of the antenna analysis reveals that withk imminently
’-
::ﬁ usable antenna sizes the intercepted power for DS signals may be well above
s - 2 . .
g:& the thermal noise floor for free-space, 1l/R propagation. Hence while
Q90

I

antennas large enough to resolve emitters in angle are unrealistically large,

T8

antennas of realistic dimensions provide enough gain over 1/R2 paths to

. . : : . 4

e achieve large values of Signal-to-Noise Ratio (SNR). However, over 1/R

:}ﬁ propagation typical of UHF ground-to-ground intercept paths, the antennas
hx- again becomes very large. Being on the ground, however, such antennas could
. be built. But it appears, that as intercept range increases to protect the
:T' receiver antenna from hostilities near the tactical emitter, the required

-L-‘ . 3 (] s [

L antenna size remains too large to survive in wartime. Collection sites may
"}; exist in peacetime which pose threats to DS signals over 1/R4 paths.

9.
::h The typical intercept receiver for tactical DS signals is expected to have
i%» many DS signals present, each one being large compared to the thermal noise
NN but comparable in power to each other. The intercept receiver, likely to be
.i_ airborne, is also expected to find a dense environment of narrowband signals
o

e which result in a significant level of interference power. It is in this
.
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intercept context that the majority of the effort documented in this report

was focused.

In tnis intercept context it is clear that the power of any one signal is
typically well below the sum of the powers of the several other signals
present in the receiver as a result of their emitters lying within the
mainbeam of the intercept antenna. Hence, Fourier analysis or linear
filtering by any method are not expected to perform well. The emitters are
said to mask each other as the expected intercept SNR is on the order of 1/M
where M is the total number of DS emitters in the antenna beamwidth.
Therefore, non-linear receivers are required which have the ability to perform
when the power of the Signal of Interest (SOI) is well below the sum of the
powers of the Signals Not of Interest (SNOI). Conclusions regarding

performance of such receivers are given below.

Non-linear receivers are able to detect periodic and certain other aspects
of a signal even when the signal power is less than the noise power. This
includes the energy of the signal at zerc or twice the frequency, the Angle of
Arrival (AOA) of the signal, the carrier frequency by measurements at twice
the carrier frequency for BPSK spreading, the chip rate or its harmonies, and
the hop rate or its harmonics. Baseband symbol rates can also be useful in
distinguishing between the SOI and SNOI. Non-linear receivers include the
total power radiometer, the frequency doubler, the auto and cross correlation

receivers, and a variety of receiver subsystems called feature detectors.

Since non-linear receivers extract signal power their performance is
expected to be good when there is only one signal plus thermal noise.
Furthermore, the cross correlation receiver is able to adjust the relative
signal delay such that a spike corresponding to the power of each signal may
be extracted and perhaps isolated. Emitters whose differential delay between
the antennas of a dual channel cross correlator is a nanosecond (foot) or more
may be resolved and a Line of Bearing (LOB) determined. Hence the number of
DS emitters in the mainbeam may be known and hence emitter masking is not

complete. Without a dense signal environment or attention to signal design,

emitters within networks are not expected to be closely spaced enough that the
4-2
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self masking of DS emitters is sufficient to overcome the ability of a cross

S

—

correlator to isolate them. Repeated short codes for a given emitter and

common code segments among emitters produce a number of off-peak

P A

O Beliedn.

autocorrelation spikes and cross correlation spikes. While the largest

e b
Fd
e

LT

[

autocorrelation spikes are still as large with sub-coding as without, the many

off-peak spikes greatly complicate the detection process. More importantly,

-.
€
R ]

the correlation functions with many spikes complicate the fundamental problem

ey

of tagging LOB's so they can be coordinated between receiver sites to provide

P G

[}
. x

. emitter location. Hence, it would not be unexpected for a dedicated, highly

computational intensive interceptor operating in a noise-only environment to

3

"‘l

derive a LOB for each DS emitter in a network of DS emitters. However, signal

K2

YA

design may vastly complicate the problem of usefully coordinating this

»,
«

information between receiver sites by assigning identifying feature tags to

-

‘.\;"n' " "1 .' .
. . Ml

each LOB. In fact, further signal design, can dramatically reduce the threat

»

that useful features can be extracted at all.

S

LY

While LOB detection can be made complicated through design of signals with

-
P

Pl S}
&

command and composite codes, dramatic loss of receiver capability is not

expected until further degradation is caused by a dense environment of

- o

unwanted, narrowband SNOI. The combination of signal design to avoid single

.;’ LSRN N

spike autocorrelation functions, design to produce spikes in the cross

correlation functions, design to avoid feature extraction, and the presence of

l‘fub; ’

.3
Ly
[

a dense environment of SNOI should provide protection of the emitters in a

a
2
[N

LU T ¢
.

jq very wide variety of tactical and surveillance situations.

i

._ A key element in the design of Low Probability of Intercept (LPI) signals
.:E is to avoid putting features into signals which can be extracted using

EE nonlinear methods. For instance, the performance of chip rate detectors can

be limited by jittering the chip rate and limited much more by Frequency

!h Hopping (FH) since this limits the useful bandwidth of the bandpass filter
sz: searching for the chip rate "line.” The chip rate "“line" is broadened by the
f:ﬁ hopping to a null-to-null bandwidth equal to twice the hopping rate.
::; Furthermore, the Fourier spectrum of the chip can be tailored to lower the
-y harmonic content at the chip rate or any other frequency. The more

g.f bandlimited the chip shape is the less harmonic content at the chip rate.
é&~ Such signals, however, do have "time-tails" which complicate friendly
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reception and increase the drop in network performance and capacity due to

multipath and intersymbol interference. Again, a dense environment of
narrowband SNOI has a dramatic and significant impact on the complexity.
computer/processing content, and performance of the non-linear chip rate
detector. Without specific design against chip rate detectors and in the
absence of narrowband interference, it appears that a bank of bandpass filters
with individual bandwidths of W Hertz could differentiate and isolate emitters
whose chipping rates differ by W chips/second. There are no "sum and

difference" chip rate lines as might be initially expected.

Another key emitter feature is the exact center frequency of an emitter.
If this frequency can be repeatably differentiated among emitters it can be
used as an LOB tag like the chip rate could. However, signal design can be
used to complicate the task of useful carrier recovery by a noncooperative
receiver. Such methods include nonuniform envelope and uniform envelope
spreading sequences derived by digitizing bandlimited noise, various forms of
QPSK spreading FH to avoid narrowband filtering (long integration time), Time

Hopping (TH) to avoid long integration times, and jitter of the center carrier.

As an overall result, it appears that against conventional Fourier
receivers that DS emitters within a DS network do in fact mask each other.
Against a cross correlation or cross power spectrum analyzer the emitters with
the beamwidth may be counted. Common and compound short codes complicate the
required detection and a dense electromagnetic environment plus appropriate
signal design should make LOB's very difficult to extract except for emitters
with very large received SNR. Tagging these LOB's with useful and reliable
features can be made very unlikely when signal design procedures are used and

the operational environment is dense with dynamically varying SNOI.
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ANALYSTS AND SIMULATION OF A CHIP RATE DETECTOR
WITH A
MULTIPLICITY OF PSEUDONOISE INPUTS

1.0 INTRODUCTION

A standard method of detecting the presence of a pseudorandum (PN),
spread spectrum, waveform is through the use of a chip rate detector.
However, multiple chip stream inputs at slightly differing chip rates may
conceal each other, or at best, generate "masking" noise for each other.
The analyses, and the simulation performed, address and resolve the
following issues:

1. Effects of multiple chip streams upon each other in terms of the
signal-to-noise ratios of the various streams in the detector
output.

2.  Resolution between chip streams at different rates, but with the
same encoding.

3. Masking effects of multiple chip stream interference upon the
detectability of an individual chip stream.

4. Effect of receiver nroise upon the detectability of multiple chip
streams.

Simulation has been used to support the analyses by verifying the
analvtical results. Analyses to resolve these issues has involved:

1. Identification of the chip rate spectral lines of the detector

o output for a single chip stream as a reference case.
>

SN s . .

o 2. Identification of the continuous spectrum of the detector output
f::- for a single chip stream as a reference case.

E%; 3 Identification of the chip rate spectral lines of the detector
R output for multiple chip streams, including any "mixing" harmonics
2 (if present).

5
»Qa 4. Identification of the continuous spectra of the detector output

'®.. for multiple chip streams, including any "mixing" harmonics.

kfuj 5. Calculation of the ratios of the continuous and discrete spectral

(o components.

Cany

':‘f:-- . . : M

e 6. Calculation of the output signal-to-interference ratio of the
®. detector output filter as a function of the bandwidth (integration

. time) of that filter. This calculation considers both multiple
chip streams and receiver noise as components of the interference.
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Modeling of the chip rate detector has been performed at baseband to
simplify the analysis. In block diagram form, the model appears in Figure
1-1.

HALF CHIP 2 (t)
s(t) ——|  DELLY [—@-—"— (gg{f})‘) 2

(Td = 1/2 TC) ]

Figure 1-1 Chip Rate Detector

Derivation of the chip rate detector output characteristics will
involve computation of the multiplier output ensemble mean frequency content
and power spectrum. To this end the mean and autocorrelation function of
the output will be computed and Fourier transformed as a simpler means of

calculation.
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2.0 SUMMARY OF RESULTS

While the analyses to determine the chip rate detector output
signal-to-noise ratio(s) are quite lengthy, the basic results are simple to
write and to interpret. Sections 1 to 5 describe the results and
interpretation of the investigations of those results and form a
self-standing document. Section 6 and the Appendices detail the derivation
of the basic results.

Output spectra (chip rate lines and noise) of the chip rate detector
are of three basic types:

I. Individual Spectral Components

Fach chip stream, or noise, has a pair of components in the detector
output that are the components that would be present for that individual
input alone. Components for the individual inputs are:

Chip Streams

a. A periodic square wave at the component chip rate, which produces
the desired chip rate spectral lines.

b. A continuous spectrum that is uncorrelated with the periodic
square wave, and has a width of twice the chip rate at the first
nulls. This spectral component causes "self" noise in the
detector output.

There are no mixing chip rate lines; lines that could possibly occur
due to, say, the sum and difference of the different chip rates.

No1se

a. An uninteresting DC component that is the value of the noise
autocorrelation function at the half chip delay.

b. A4 continuous spectrum that is basically the convolution of the
noise spectrum with itself. It has a width of approximately twice
the chip rate. Two input spectra were used in the analyses: a
rectangular spectrum and a sin(x)/x spectrum. Use of simulation
verified the results for both noise spectra. In practice, the
chip rate rectangular spectrum is the recommended filter as it
will not reduce the desired chip rate lines as much. For
simplicity in the analytical calculations, the sin(x)/x spectra
was chosen for the complete output spectrum calculations. But, at
the important chip rate line, the rectangular filter noise
contribution was also calculated exactly.

For N chip streams at differing chip rates, there are N discrete line
sets at the various chip rates and % sets of self noise, plus the noise DC
and continuous spectrum. Assuming the chip rates of all the chip streams
are similar, a narrowband output %ilter that is tuned to a particular chip
rate will have only that chip rate line as its output (given sufficient

2 -1

T T ) R T S T T R TS TR
e A I e

ASE o0 W a¥ TR o'

-

e

A T N L N e
e T P M N AN v -
» Al L T T M Py » _-.l." D..n e M

2l ".}“‘ . VS \‘."*\. -

)
Neto 0,

Y
!

.!'l.‘




resolution). All the continuous spectral components (within the filter
bandwidth) will also appear as "noise" in the filter output.

Resolution between two different chip rate lines requires a filter
whose bandwidth is less than the separation between the chip rates.
Additionally, the filter must have enough of a roll-off to reject
neighboring chip lines over a meaningful dynamic range.

II. Intermodylation Components

Each chip stream interacts with every other chip stream and the noise.
These interactions occur pairwise. They are approximately twice the chip
rate in bandwidth and appear as "noise" 1n the narrowband filter output.

The number of pairwise components are the the number of pairs that can
be formed from N + 1 (N chip streams plus noise) things:

N, = ?*%'FZW (chip/chip) + N (chip/noise)

N(N+1)

which increases as the square of the number of chip streams.

III. DC Intermodulation Components

DC components representing the energy of the interchip modulation are
present in the output of the multiplier. They are uninteresting as they do
not appear in the chip rate detector output filter.

2.1 Chip Rate Detector (Output Signal-to—Noise Ratio for Two Chip Streams

and Noise

By collecting the aforementioned terms (Section 6 and the Appendices)
the chip rate detector output signal-to-noise ratio can be calculated.
Basic assumptions for the relationship are:

1. The narrowband filter has a noise-bandwidth B = 1/T that is
sufficiently narrow to reject other (different) chip rate lines.

2. Chip rates of the different streams are close to one another (say,
within 10%) so that output noise spectra are relatively the same
for pairwise intermodulation products.

-
5 The signal-to-noise ratio for a particular chip stream output with a pair of
- chip stream inputs and noise is:
o
-7
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o
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" < 52 T
N ] == 7 ? ) .
.,.ﬁ (-“' 0.1 S% + Sé + a rr2/4 N‘I' + 3[3152 + 3 SINI + BSQNI]
R
»)
N
:' _\ with
W
:.35 81(2) = input power of chip stream 1(2),
OO .
:: and
:'_E', N, = input noise power.
A and_is the basic result of this report!
*v The constants a« and [ are highly dependent upon the modeling of the
- noise spectrum used. A low-pass rectangular input filter, prior to the chip
o rate detector, with a bandwidth equal to the chip rate requires a = 1, and
- agrees with textbook analyses for a single chip stream and noise. More
- conveniently, for analytical purposes and as another case for verifying the
3 basic methodology by simulation, is filtering of only the noise with a
ey filter having the chip shape as an impulse response requires a = 6/7r2.
*'{j This choice for « results in
v
N 7.'2 3
) a —4— = 2"
Il
"l
3‘_-;, , and
.'f
7 7=
L3 In tabular form:
!‘?.E Rectangular Filter Chip Filter
g
e
s a 7r2 1r‘2 3
o K3 K3 7
ey
.;E 3 ' 7.'2 3
s v
Y Both noise spectra were included in the simulation and verified within 1 dB.
_.i
"_‘; Results can also be written in terms of signal-to-noise ratios of the
s input signals, but interpretation in that form will be deferred for the
N moment. The other chip stream has the same expression for the output
-\
o 2 -3
o
o
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signgl—to—noise ratio; but. with the numerator identifying that chip
> amplitude (denominators are identical).

)

v

( For interpretation of the result, two cases are of interest; large and
small input signal-to-noise ratios. ‘

2.1.1 Small Input Sienal-to—Noise Ratio

Given the input signal-to-noise ratio for the reference chip stream
S
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and the result depends upon the ratio of the two chip stream powers.
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Case I: The Chip Streqm_ﬁl Dominates:
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which is the well known result for a chip rate detector with only a single
chip stream and noise in the input (a = 1).

Case II: The Chip Stream S, Dominates:

Sy >> 3y
and
2q12
1 [2]°]S
, S a H [N]i,l Tw

= H 2 Trar? )
N 0.2~ 1 [214(S g (2 S
i L+ 3 H [N]l,z *33 H [N]l,z
o
"
)\-
~ where:
5 B 59

Sli2 = s5p

and, the results are written in terms of the signal-to-noise ratios of the
input chip streams.

Ivo  subcases present themselves according to whether the
signal-to-noise of the second chip stream is small or large. If the second
chip stream has a small signal-to-noise then the output signal-to-noise
ratio reduces to simply the single chip stream case as expected.

For a large signal-to-noise of the second chip stream, the output
signal-to-noise ratio becomes:

[S
Ylo,1 =

which is worse than simply noise by the factor of « w2/4.
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2.1.2 Large [nput Signal-to—Noise Ratio
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For a large input signal-to-noise ratio
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>> 1,

rewrite the expression above as:

7. RN

[S TW
o - ,
O1 14 S3/8%) + 38,/S) + 8,/8,B(N/S]; 4

which depends upon the ratio of the power in the two chip streams. Again,
two cases present themselves.

Case I: The Chip Stream 81 Dominates:

In this instance the apparent output is that of the reference chip

stream by itself. Only the self-noise of the reference chip stream is
present. And,

S1 >> 82

and

[%]0,1 = T#,

The output is simply the "processing gain" of the detector.

Case II: The Chip Stream 82 Dominates:
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With
S2 >> S1
then
S?
S =2
Nlo,1 ~ 572
2

The output signal-to-noise ratio depends only upon the ratio of the chip
stream powers, as might be expected.

2.2 Generalization to N Chip Stream Inputs

Calculation of the signal and noise power for N chip streams in the
chip rate detector input is a relatively simple generalization of the two
chip stream case. From Appendix VI, the total "noise" out of the chip rate
detector is:

TN:; §+aﬂ2/4N%+%;;SjSk+ 3Q§SJ~NI,
j#k

where the sums are over the N chip streams.

By making reasonable assumptions about the distribution of the powers
(signal-to-noise ratios) of the chip stream inputs an average output noise
can be calculated. This average is:

E[TN] = N2 [N E[SNRZ) + o /4 + 3 N(N-1) E[SNR]Z + 3N E[SNR]]

The output chip line power (normalized to the input noise power) for the jth

chip stream is
_ 22
S = Sj/NI W
with the average output equal to:

E[S] = E[SMR?].
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With these quantities, the average output signal-to-noise ratio, over
all chip streams is:

& 7

o ™
SxRav =X

i
LNy

[1 ¢ a T/(4N) + § (N-1) E[SNRIZ/E[SNRZ] + BSE[SNR]/E[SNR?)

7

Ty

Further evaluation of the average signal-to-noise ratio requires
specification of the distribution function of the chip stream

e signal-to-noise ratios.

el

e : : : . T

V- Two.cases will be considered. One will be a uniform distribution over
'S dB of the signal-to-noise ratios of the chip stream transmitters. The other
' will be a uniform distribution over transmitter ranges, with all transmitted

powers equal.

¥
Ny Case T:
o
ali (niform Distribution of Signal-to-Noise Ratios (in dB).

.

Assume the distribution is given between zero and dB then

max’

1 1, 0<dB<dB .,

pgp(dB) = gg—
dB max |0, otherwise.

and obtaining the distribution of S through the relation

dB = 10 log,(9):
CE YL
max m

With these relations, the average chip rate detector output signal-to-noise
ratio is (for Smax >» 1):

1 W

SNR,,, =

N 9 .
[t ar2/(40) « 30110 S+ 68/5p,,]

%

For a large number of emitters (N > 1; and high input maximum
), the the formula may be

signal-to-noise ratios (Smax > 100 (20 d B
approximated by:
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SNRaV = N .
[1 + 3(N-1)/1n smax]
A conclusion can be reached.  The average signal-to-noise ratio

decreases at least as fast as N for emitters spread over extremely wide
dvnamic ranges. For a 60 dB dynamic range:

Tw

SNRav

1
N .
[1 .+ .22 (N-l)]
':: Cage II:

3 Uniform Distribution of Ranges

Assume the distribution is given between R . and Rmax’ then

pyp(dB) = b Fain €8S oo
dB Kma.‘(— l[min 0, otherwise,

and obtain the distribution of S through the relation
A

S = A
R?

As in case I, for large max to min range range ratios:

) TW

L+ o r/(aN) + 3 (1) R /R + 9/SNR

min/ min range}
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A similar conclusion to the uniform distribution in dB case can be
reached.  The average signal-to-noise ratio decreases as the number of

S
i

emitters (N). A choice of maximum-to-minimum range of 1000 (60 dB
dispersion) gives, in this instance:
_ 1 TV
SNRaV = N

[1 . .0045(N-1)}
Conclusion

. A large number of emitters tends to obscure each emitter's chip rate
line. ~ The obscuration increases as 10 log(N) in dB when the emitter
signal~to-noise ratios are distributed over a wide range of values.!
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3.0 BASICS OF THE ANALYTICAL METHOD

Analytical techniques used within this report derive two basic
quantities; even though the derivations are extensive. These two quantities
are the amplitude of the chip rate lines and the noise variance (both
receiver noise and interchip mixing noise) out of a bandpass filter placed
about the chip rate lines. Both quantities are obtained by calculating the
time averaged autocorrelation function and 1its Fourier transform, the
spectrum, of the chip rate detector output. The autocorrelation is the
primary quantity calculated, as it reveals the cyclostationarity of
pseudonoise chip streams (and, therefore, the chip rate lines) much more
readily than a direct (but equivalent) spectrum calculation.

These quantities are not random variables; they represent the mean
(amplitude) of the chip rate sine wave and the noise standard deviation.
Assuming a Gaussian probability density for the total noise, the probability
of detection of the chip stream can be calculated (See Section 4.).

The spectrum of the chip rate detector output (computed via the Fourier
transform of the time averaged autocorrelation function) allows the signal
amplitude and noise variance to be calculated by virtue of integrating the
spectrum over the frequency range of interest.

vANI@) L,
.l{l_ e,

p7

Given an output spectrum S _(w) (a noise power density which will be

calculated) of the delay and multiply circuit, the output power of the
narrowband filter H(w) (of bandwidth B) is:

AT
-Il

N, = L H(w) |2 S, () dw

[f the filter is chosen to be rectangular and have a narrow bandwidth of B,
about some frequency Wy then the output noise power is:

(w,*B/2)

—' No = 7%.[

S_(w) d
~(w,~B/2) ()

pnn

L)
-

vy
'v}'r

£

+ the negative frequency contribution.

.'.
3
LY

T

L@, - As both chip rate sine waves and noise have the same contributions for
7 negative frequencies (spectra are even functions), the negative frequency
o contributions will be ignored hereafter as only ratios are of interest.
v,
::: Assuming that the spectrum is reasonably smooth within the confines of
oy the filter, then the noise power output is:

L)

\ - B ,
No T~ 27 Sz(“b)
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Now, B is in radians per second. Rewriting the expression in Hertz
(B = B/2r):
No = B S,(w,)
-1 »
T Sz(”o) ’

as T = 1/B is the integration time of the filter.

If the spectrum includes a delta function at the frequency w_ ., then

0’
the filter output will also include a constant signal term independent of
the filter bandwidth (as long as the signal term falls anywhere within the

filter bandwidth). Let the sine wave spectrum be represented by:

SA(wO) =27 A 8w - wy) s

then, the output is

SA=A,

if w ~B/2 <w<w, + B/2 zero otherwise.

These relationships are used to interpret the results for the spectra
computed subsequently.

Actual Filtering

¥hile the perfectly rectangular filter gives a quick means of
interpreting the results, actual filters differ in detail. The simulation,
used in developing this report, uses a Fourier transform as the output
filter bank. A straight—forward Fourier transform over N chips is identical
to using an integrate and dump circuit with an integration time of NTC. Or,

as M consecutive transforms are taken with their magnitude squared output
average over the M transforms, the integrate and dump can be looked upon as
a sliding window.

The noise bandwidth of the sliding window integrator is exactly equal
to B = 1/T, the ideal filter bandwidth. However, the discrete Fourier
transform acts (with the equivalent sliding window) as though it has a
sin(x)/x transfer function with consiuerable leakage into adjacent channels
(Fourier coefficients). It is also difficult to read between the "cracks"
when an input sine wave falls between the discrete transform frequencies.

By using a bell-shaped weighting over each span of chip detector output
of T seconds, the effect is a bel%—shaped impulse response of T seconds
duration. The well-known cosine-squared weighting was used for the
weighting. It effectively increases the noise bandwidth over the constant

3 -2
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amplitude window by a factor of 3/2. The signal-to-noise ratio of each
transform channel (filter) is decreased by 3/2. Leakage of the adjacent
channels is still present:; but the outputs are more readable due to the
wider bandwidth and lack of perturbation from distant channels.
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;T 4.0 PROBABILITY OF DETECTION OF THE CHIP RATE DETECTOR OCUTPLT

i Efforts described in this report are devoted to computation, and

g verification, of the basic signal-to-noise output of the chip rate detector

N under various conditions. This quantity is not a random variable. It is

'~ the ratio of the mean output (squared) to the noise variance. These
T quantities specify two moments of the probability density of the chip rate

-~ detector output. If the output is assumed to be the sum of a sine wave plus

s a Gaussian random variable (the noise) then the signal-to-noise ratio

gi calculated in this report specifies the random process in its entirety.

13

N As the noise (chip mixing plus receiver noise) is narrowband filtered:

NS the Central Limit Theorem allows us to infer that the chip rate detector

e output is, in fact. composed of Gaussian noise. The correlated delta
s function is the sine wave output. An envelope detector (placed at the chip

rate detector) output will be the optimum estimator of the sine wave

o presence.

., :
- Each integration time of the bandpass filter (T) produces a
N statistically independent sample of the sine wave plus noise process. By
> placing a threshold at the envelope detector output the presence (or
e absence) of a chip line can be estimated. Two quantities express the
L effectiveness of the detector: (1.) the probability of detection (Pd), and

SN M s

(2.) the probability of a false alarm (§). These quantities are derived
from Marcum's Q function using the signal-to-noise ratio out of the bandpass
filter as the argument. A nomogram is given in Appendix VII for computing
the probabilities, given the signal-to-noise ratio; or any quantity given
rhe other two. As an example from the nomogram:

e

PD = .99,
3= 1072,
then
S\R = 11.4 48

out of the detector. The TW product and the signal-to-noise ratio into the

y detector must be sufficient to provide this SNR out of the chip rate
1 detector output filter into the envelop detector.!
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5.0 SIMULATION

5.1 Summarv of Method

Verification of the analyses was performed through a complete
simulation of the operation of the chip rate detector. Simulated inputs
included single and double &ét differing rates) chip streams with Gaussian
random noise.  When two chip streams were used as the input they had
identical encoding, but were adjusted so that the slowest always started
behind the higher rate stream to avoid corrupting results by the peaking at
coincidence . A block diagram of the simulated processing, using digital
signal processing techniques, is given in Figure 5-1.

Simulation results verified the analytical conclusions within less than
I dB over a wide range of cases. Signal-to-noise ratios for single and
double chip streams, and single and double chip streams with noise found by
simulation agreed with the predicted ones.

Input Filtering

The input filter to the chip rate detector was varied over a wide range
of bandwidths before settling on the method used in this report. Simulated
and theoretical results agreed for a wide range of bandwidths (greater than
the chip rate) as long as the noise-bandwidth of the filter was used to
calculate the noise input power. A typical filtered waveform is shown in
Figure 5-2. In that plot, two chip streams and noise are present. The chip
streams and noise all have equal powers; namely O dB. signal-to-noise ratios
for both chip streams. As can be seen, the chip streams are firmly embedded
in the noise.

For the purposes of the spectrum plots in this report, and reasonable
analytical calculations, where a complete demonstration of the output
artifacts of the chip rate detector and a verification of the accuracy of
the theoretical analyses is desired, a particular arrangement of input
filtering was used. The chip streams were unfiltered, and the noise was
filtered with a chip shaped impulse response filter to give a noise spectrum
identical to that of the chip streams. With this choice of filtering, both
the predicted artifacts (chip rate lines at higher harmonics) and the effect
of noise filtering at the chip rate bandwidth can be demonstrated. It
should be emphasized that the basic results of output signal-to-noise ratios
are not affected by this choice (as verified by many simulation runs), only
rhe details of the presentation.

utpnt Filtering

A Fourier transformer offers the opportunity to have both an output
filter at the chip rate lines and a spectrum measuring device in one
package. An integration time of 64 chips (TW = 64) was used and a transform
length of 1024. By choosing 16 samples per chip, a chip rate of 1/16 of the
sampling rate was obtained with minimal aliasing due to fold—over. Further,
the choice of the transform length of 1024 was equivalent to a resolution of
1/1024 of the chip rate.
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To obtain smoother plots at the chip rate line, and alleviate the
sidelobe leakage from transform channels at frequencies that did not fall
exactly upon one of the transform frequencies, cosine-squared weighting of
the input data to the transform was used in the double chip stream cases.
kith the cosine-squared windowing, the effective TW product is decreased by

a tactor of 2/3rds corresponding to the increase (3/2) in noise-bandwidth of
the cosine-squared filtering. The windowing also decreased the resolution

by 2/3745

As the discrete transform of of a real function is redundant in its
second half. only the first 512 values (channels) were used in the output
plots.

5.2 Interpretation of the Plots

For simplicity of interpretation, the chip rate was called 100 Hz. A
value of 100 kHz, or 100 mHz. could be assigned as well. The Fourier
transform interval between frequencies was 1600 Hz./i024 = 1.5625 Hz. With
the cosine squared windowing, the leakage from the discrete lines extended
only into adjacent cells at a meaningful level. The second chip stream was
chosen as 110 Hz. to ensure a good separation (resolution) between the
expected chip rate lines. A 107 separation was well within the analytical
tolerance for verifying results.

In fact, this relatively wide separation, compared to expected emitter
rates. resulted in an interesting artifact that was also predicted by the
analyses. As the chip rate detector has a half chip delay only for the
reference (100 Hz) chip stream, the 110 Hz stream does not have a half chip
delay. The output square wave for this stream is, therefore, asymmetrical
and results in ggmall) even harmonic (200 Hz, 400 Hz, etc.) chip rate lines.
This effect decreases with the square of the percentage of asymmetry; in
practical situations the artifacts would be undetectable.

Plots presented in the following pages were made by transferring the
output files of the simulator (written in Turbo Pascal) to Lotus 123
worksheets. Use of Lotus 123 also allowed rapid and precise analysis of the
data. Signal-to-noise ratios of the chip rate lines were calculated by
comparing the chip rate channel outputs to channels displaced by two where
only noise was present. As the continuous spectrum of the noise is
re%qgively constant within this small interval, this assumption is certainly
valid.

Additional checking of the analytical results was performed to validate

the general calculations. Dc-to—chip rate line ratios (r2/4 for a single
chip stream) were compared to the theoretical predictions and found to agree

within less than 1 dB. Also, the ratio of 15 to 3rd chip rate harmonics
(9) was checked; again the results were well within 1 dB.

To increase the dynamic range of the accompanying plots, continuous
noise spectra were extracted from the results of the simulation by simply
replacing the discrete line values by the adjacent channel values. The
discrete spectrum plots also include the continuous noise spectrum. DC
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components were remove from the discrete spectrum plots by the same method
to increase their dynamic range as well.

J 5.3 Statistical Stability
. Obtaining good spectral estimates, and meaningful signal-to-noise
ratios requires many runs of the simulation program. The magnitude squared

. out of each transform channel was averaged over 400 runs to obtain good
- (stable) power spectrum and signal-to-noise ratio estimates. At best, for
: relatively independent transform channel outputs, the standard deviation of

N a given channel would be y1/400 = 1/‘20th of the expected value of the
channel output. The two sigma value gives an error of less than =+ 107
about 907% of the time (and greater the other 10% of the time). An

! inspection of the plots shows that the graphing adheres well to these
) criteria.
" 5.4 Summarv of Results:

The object of the simulation was verification of the basic input—output
signal-to-noise equation (See Section 2 and Appendix VI):

; 52 TV
o w} S U ) Z 2
: Lo Sy + S5 + (a 7°/4) NJ + 3[S,Sy +8 SN + BSoN{]
‘? with
: 81(2) = power of chip stream 1(2),
: and
NI = noise power.

{ o and J are chosen, as discussed in Section 6.1.4, according to the noise
;. spectrum chosen.

~ For the chip shaped noise filter, the values of the constants are:

2
T _ 3
R Sl £

d 3=1. i
E \nd for the rectangular filter (a 3 pole Butterworth), the values are:
g 2 2

/T - " !
» (1 - Tq |
; 3= 726,

)
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Verification of the equation was performed by wusing numerous
signal-to-noise ratios for the input quantities. After a number of trial
runs demonstrated the correctness of the simulation, worst case runs were
made within the limits of the transform size. These runs are given in
Figures 5-3 through 5-10.
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Discussion of the Simulation Runs:

1"'" Single Chip Stream, Infinite Signal-to-Noise Ratio (Fig. 5-3.4)
:-. [nput values:
NN

.‘\ 81 =1,

\ 32 = 0,
K
:" Ny = 0, (infinite input signal-to-noise ratio).

R

oo

~ rr2 _3

R Sl £

..\

o 3 =

1 ":

-\-ﬁ: From the output signal-to-noise ratio equation above, the theoretical value
Y 1s:

7 S

N -

o [N_]o,l Ty

v

e

2

.‘- = 3 64,

Y

o I, is the product obtained after windowing (filtering) of the data prior to
transformation with the factor of 2/3 (due to the noise-bandwidth increase)
B] - nsed for the cosine-squared weighting.

-:'.

4 From the data which was used to make the plots of Figure 5-3,4, the
‘. . measured value was found to be:

. "4

& TR

O [V}O,l - 27,

e

- which agrees remarkably well with the theoretical value!
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Single Chip Stream and Noise, 0 dB. Sienal-to—Noise Ratios (Fig. 5-5.6)

Input values:

§; =1,
SQ=O,
Ny = 2, (-3 dB. input signal-to-noise ratios).
2
B=1
From the output signal-to-noise ratio equation above, the theoretical value
is:
S 21
[N}o,l 13 Twa’
= 3.28

From the data which was used to make the plots of Figure 5-9,10, the
measured values for the two chip streams were found to be:

M
[§]0,1 = 3.22, (100 Hz. chip rate).

which is within .1 db of the theoretical value.
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Donble Chip Streams, Infinite Signal-to—Noise Ratios (Fig. 5-7.8)

Input values:

S2 = 1, (0 dB with respect to reference chip stream)

NI = 0, (infinite input signal-to-noise ratios).

2
™ _ 3
el S A
3=1.
From the output signal-to-noise ratio equation above, the theoretical value
1s:
S _ ‘Va
Njo,1 = 73
= 8.53,
S _ Twa
Nlo,2 = 5
=8.53.

From the data which was used to make the plots of Figure 5-5,6, the
measured values for the two chip streams were found to be:

Y
{%] 8.27, (100 Hz. chip rate).

0,1
[S
\f

Both are within .41 db of the theoretical value, which is quite good
considering the 107 difference in the chip rates.

b |
]0 9 7.76, (110 Hz. chip rate).
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Double Chip Streams and Noise, 0 dB. Signal-to=Noise Ratios (Fig. 5-9.10)

e ]

+

’
o

Input values:

vy N Y Y
w
—
1]
—

ep

v
(92}

[ )

Ll
—
—~~
o
[=%
=

. with respect to reference chip stream)

NI =1, (0 dB. input signal-to-noise ratios).

7r2_3
@z =7
3=1.
From the output signal-to-noise ratio equation above, the theoretical value

18

S _ 1
[N}o,l =173 My
= 3.41

From the data which was used to make the plots of Figure 5-9,10, the
measured values for the two chip streams were found to be:

!

M
[%]0’1 - 3.36, (100 Hz. chip rate).

M
[§]0,2 = 3.53, (110 Hz. chip rate).

Both are within .1 db of the theoretical value, which is quite good
considering the 10% difference in the chip rates.
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’E_‘i Single Chip Stream and Noise, 0 dB. Signal-to—Noise Ratio, Rectangular
Nk Filter (Fig. 5-11,12)
‘ N,‘ [nput values:
.r.&‘:..
o S, =1,
o 1
2
b S. =0
Do 27
V)
ég NI = 1, (0 dB. input signal-to-noise ratio).
LAY
b\~
. 2 2
L oG5
B
=%
I\~!:
iy From the output signal-to-noise ratio equation above, the theoretical value
is:
\':‘_-
o S _ 1
a Ho,1 =57 My
= 5.08.
L4
i
N From the data which was used to make the plots of Figure 5-11,12, the
Bl measured value was found to be:
&‘.-\
Y
'.H.‘& M
Lg o1 = 498, (100 Bz. chip rate).

The value is within .1 db of the theoretical value, which is quite good.
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5.4 Conclusions

<

[

?‘

Results of the simulation of the chip rate detector confirmed the
analyses and validated the basic output signal-to-noise ratio formula given
in Section 1 of this report within 1 db.
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v 6.0 DETAILS OF THE ANALYSTS
'.:\
b
{ Within this section the details of the chip stream and noise modeling
"y will be described. Next, the output of the chip rate detector will be
N calculated for two chip streams and noise. Then, the autocorrelation of the
N detector, and concomitantly, the power spectrum of the the detector output
o~ will be found. The periodic chip rate components of the output are
5, identified and separated from the continuous (noise) components. The value
\ of the continuous spectrum is found at the chip rate line as it is the noise
[ component of the signal-to-noise ratio. Lastly, the signal-to-noise ratio
W is calculated as the ratio of the chip rate line (at a particular chip rate)
> . ) , . .
> to the sum of the total noise contribution from chip and noise sources at
o the chip rate line.
o
At best, the aforementioned calculation is long and tedious.
. Fortunately, the result quoted in the (Section II) is short and simple to
- interpret. The basics of the calculation will be presented in this section
N with repetitive calculations of partial autocorrelations (and spectra)
-~ relegated to the Appendices.
\';
o 6.1 Modeling
e o . .
K Definition of a Pseudonoise Chip Stream
R
»
b A pseudonoise chip stream x(t) is defined by
b %, (1) = Z ¢ ¥y (t - kT)),
::Ef where:
K- ¢, = pseudorandom encoding sequence,
Iv ' .
fjﬁ Wi(t) = reference chip shape,
-
e T, = reference chip spacing,
®
F.7 £ 1
o 1o TP
" .
g2 = chip rate.
A A rectangular chip shape will be used in the final results, but it is
o unnecessary to restrict the calculations at this point to particulars.
&
7 To obtain other chip rates it is only necessary to rescale the chip
- shape:
.{‘:'
) T1 1
L io(t) = ”1{— i
: Ty
e
K-
n
\‘ 6 -1
®
e
]
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and the chip stream at another rate is

xz(t) = 2 Cy w2(t - sz),
T

.,
.,,l I-

P
Y .

A a Yy
[

i ] L -

o =Y < wl{? (t sz)],

"N 2

ti? 13 another chip stream at a chip rate of f2 = 1/T2. The factor of Tl/T2
Eﬁh also scales the chip shape, if desired, to allow for the chip production by
o3 a clocked D/A converter.

Properties of the PN Encoding Sequence

A Statistical properties of the PN encoding sequence will be limited to

Z 3
] x

L
s

o
w

tﬁ{ constant, unity amplitude, zero mean sequences typical of spread spectrum
VAN systems.  Computations to be encountered will require knowledge of the
h=¢ second and forth moments:

Second Moments:

é 1,j=k,
0, j # k.

Fourth Moments:
E[Ckcjcmcn - 5jkéhn * 6jm5kn ¥ 6jn5km - 2ésjkmn

Wlth 6jkmn

= 0 unless all the indices are equal (j = k = m = n).

For rectangular chips, the fourth moments can be ignored as the delay
agd multiply output can be decomposed into constituent streams that avoids
their use.

Multiple Input Definition:

Input to the chip rate detector will be assumed to be the linear
combination of two different chip streams that have the same encoding (but
different rates) and receiver noise. Subsequently, the results for two chip
streams will be found to be easily generalized to many chip streams. And as
the chip stream will be assumed to have independent encoding values from
chip-to—chip, the results will also hold for chip streams with different
encoding sequences (except when the delay between the identically encoded
chip streams is less than one chip time).

e - . - * b )
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The linear combination is given by:
s(t) = Alxl(t) +A2x2(t + 1'2) + n(t)

where x,(t) and x2(t) are the chip streams defined above, Ty 1S the offset

of the second chip stream, and n(t) is the receiver noise. Receiver noise
will be assumed to have mean zero and an autocorrelation function defined by
R (7 (and a spectrum given by the Fourier transform of R(7)).

nn

Output of the Chip Rate Detector:

From Figure 1, the output of the multiplier is given by:
x
zm(t) = s (t)s(t + rd), * = complex conjugation,

with 7, = .37 ; namely the chip rate detector is designed to have a half
chip delay upon the reference chip stream xl(t). The complex conjugation
simplifies later work.

In terms of the constituent inputs the multiplier output is given by:

2

* 2*
2, () = AL X (0)x(t + 7)) + A5 Xo(t + To)xo(t + 7y + )
*
+ 0 (t)n(t + rd)
* N x
+ Ay x((U)xg(t + 79 + 7y) + Ay xq(t)n(t + )
* *
+ A2A1 x2(t + r2)xl(t + Td) + A2 x2(t + r2)n(t + rd)
* *
’!Lv + Al n (t)xl(t + rd) + Az n (t)x2(t + Tt rd).
:Ef And only four types of cross—product terms are present; and this would be
e true regardless of the number of chip streams. Therefore, detailed
Sh consideration of these four types of terms is sufficient to determine the
i properties of the expected output of the chip rate detector.

In obvious notation, these terms are:

[. Single Chip Stream Qutput Product:

)
.'L\. &:‘,:%?:»1.:&: e
bl AR A b

4. ¢

zxx(O,r) = Ai x*(t)x(t + 1)

7R

/!

<5

, 6 -3
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IT. Chip Stream Pair Outpnt Product

2 (0.7 = AN X (t)y(t + 7)

Xy

III. Chip Stream/Noise Product

x*

zxn(O.r) = Ax X (t)n(t + 1)

IV. MNoise Output Product

%

znn(O.r) =n (t)n(t + 7)

with, for example,
A x*
zxy(rl,rz) = AxAy x (t+ 7)y(t + 7).

6.2 Evaluation of Expected Output Products:

Tvpes I and II

First, the output chip stream product Type II will be evaluated as Type
I is a special case of this product (x = y). For evaluation, the chip
stream representation is inserted and the expectation over the PN encoding
sequence 1s taken to find the average value. Performing these operations:

2,0y (0:7)

AxAy x (t)y(t + 1)

* .
Ay :E::E:Ckcj wi(t = §T,) wg(t = KTy + 1),
k )

and taking the expectation:

El2,,(0,7)] = A, :%::E:ékj Wy (t = §T)) wy(t = KTy + 7),
j

= Ay :z:wl(t - J1y) wylt = Ty + 7).
]

If the chip rates of the two streams are identical (T1 = Tz), then the
expectation is a periodic function in t with a period of the chip time Tl’

Letting t = t + Tl and replacing the dummy summation index with j=3-1,

demonstrates the periodicity. Otherwise, the function is aperiodic if one
chip rate is a fraction, close to unity, of the other. Therefore, the only
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chip rate lines are the individual lines that would come out of the chip
rate detector had only single chip streams been present.

The cross product terms will only contribute when they line up at some
time given by solving the simultaneous equations (found by equating the
arguments of a particular chip to zero):

t - jT1 = 0,

t — jT2 +7=0

or,

3T = 1y) = -,

At this chip time the two different chip streams will overlap and produce a
"blip" that lasts for a time depending on the difference in their rates.
"Blip" time can be found by similar equations at the leading and trailing
edges of chip line up. According to their range (r), and chip rates, this
coincidence can have occurred in :he past or will occur in the future.

Frequencvy Content of the Tvpe I Terms

By simple examination of the expectation of the expression above, for
equal chip times, the frequency content of the discrete lines may be found.
A general Fourier transform is not necessary to see the result for
rectangular chips. Consider the expression above for x = y:

g 00)] = AL Yyl = 3T wy(e = 3Ty + ).
J

With r = T1/2, a half—chip overlap, the summation can be seen , graphically,

to be equivalent to a simple square wave at the chip rate as in the
following Figure 6-1. 0f course, this was the reason for use of a chip rate
detector in the first place.

A2 [— _]

0 -
i 4———T1—-+|

Figure 6-1 Chip rate Detector Output
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Chip rate lines will appear at odd harmonics of the chip rate plus a DC
term of .SAi as expected of chip rate detectors. A transform of the general

expression above can be performed to provide the line amplitude for
arbitrary chip shapes; but this operation will be deferred until after the
autocorrelation function of the output is calculated to find both the
discrete and continuous spectra.

For a chip stream other than the reference stream, the square wave is
asvmmetrical due to the fact that the refeience half—chip delay is not half
a chip in this instance. The spectrum will then include both odd and even
chip rate harmonics terms at the chip rate of the particular stream under
discussion.

The increasing separation of higher harmonic lines from the reference
chip stream may be a possible identifier at a sufficient signal-to-noise
ratio.

Tvpe 111

As the noise is independent of the chip stream, and has zero mean, this
type of term also has a zero mean, and therefore, does not contribute to the
mean output.

Tvpe IV

The expectation of this term is straight forward and easy to interpret.
Taking the expectation of znn(t,r):

E[z,,(0,7)] = E[a (t)n(t + 1],

= Rnn(r).
for stationary noise. The expected mean value of the noise is a DC term
which is merely the input noise autocorrelation evaluated at one-half chi

time offset from the peak. And this is to be expected; a zero delay (r = 0
would simply be a power measurement of the noise.

Summarv _of the Chip Rate Detector Qutput Expectations (Means)

Expected outputs of the chip rate detector are what might be expected.
Discrete spectral lines of each chip stream are present and depend upon the
chip shape. For a rectangular chip stream, the reference chip stream has a
symmetrical square wave as its output; precisely what would be obtained if
it were the only input. Other chip streams, with differing chip rates, have
asymmetrical square waves §as the half-chip delay is not half a chip for
rates differing from the reference chip stream) at their own chip rates. As

these waves are asymmetrical, they also have even harmonics present.
However, these will be quite small for chip rates close to that of the
reference.
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:: Mixing of chip streams produces a "blip" in the output when the chip
K- streams overlap; this output can be in the present, past, or future
(‘ depending upon range and chip rates and start of the observation time.
L Mixing of chips and noise produces a mean zero output with no periodic
‘: content.
o And as expected, the noise output expectation, a DC voltage, is no more
N than the noise autocorrelation function evaluated at a half—chip time.
- 6.3 Calculation of the Chip Rate Detector Qutput Spectra
= Expected values of the detector output have given insight into the
- operation of the chip rate detector. The output spectrum allows the output
’ signal-to-noise ratios to be developed. Evaluation of the output spectrum
o of the chip rate detector is straightforward, but arduous. The simplest
. approach is the calculation of the time averaged autocorrelation as the
s detector chip stream outputs are not stationary. This generalized quantity
o also allows a generalized spectrum to be calculated as in the stationary
; case (which is a specialization). They are, however, cyclostationary which
: allows the generalized spectrum to identify both the discrete and continuous
& spectral components.
g Calculation of the Chip Rate Detector Autocorrelation Function
7 First the output of the delay and multiply will be evaluated. The time
{ averaged autocorrelation function is defined by:
1:: m .1 T *
- R,,(7) = %1m T J‘ E[zm(t)zm(t +7)] dt.
w i -T
» . For future use the time averaged autocorrelation function will be hereafter
- simply called the "autocorrelation function; and the operation will be
. identified by:
M4
. , T
¥ <E[-]> 2 lin lef E[-] dt.
@ T+
18 -T
0
K- And using the multiplier output from above:
B~
oy m * *
¢ R, (7) = <E[s(t)s (t + rd)s (t + 7)s(t + T4t r)]>
L with s(t) given again by:
b -
A S(t) = Ap X () +Ay xp(t + 75) + n(t).
h'
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. In the previous notation, where the four types of cross products were
identified, the delay and multiply output can be written a little more
simply:
( J
* !
\.‘_‘é"_ Zm(t) = s (t)s(t + Td) |
NN #
o =211 (0smg) * 299(7gumg v 1g) + 2, (07g) - (3) |
y * 2190079 + mg) + 291 (7p57g) (D)
o 24 (079) * 2y (07g) () a
+ Zzn(T2,Td) + zn2(0,'r2 + rd). (d) ‘
I \- }1
?f?: Next, the correlation products must be formed, which is tedious at
e best. To reduce the number of terms, a simplifying assumption will be made.
Al It will be assumed that the two input streams never line up during the
e period of observation; the "blips" identified in the multiplier output above
L are not present. In this case, the codes may be considered as independent.
N In the analysis, the code x2(t) will have a code sequence by, rather than 1

Cy. otherwise, the code properties will remain the same. ]

6.3.1 Identification of the Qutput Autocorrelation Terms (Type

Fortunately, by virtue of taking expectations, many of the

cross—product correlation terms will vanish. For example, the expectation
of the product

E[zll(O,rd)zlz(O,rd + 7)) =
3
A1A2§k: 2 z ZE[ckcjcmbn]
j m n

*
-wl(t - jTl) wl(t - le + rd)

*
-wl(t - jT1 +7) w2(t - kT2 Tyt ),
1S zero as
E[Ckcjcmbn] = E[ckcjcm] E(b,]
=0

for the independent, mean zero coding. Any correlation product containing
only single members of the coding streams, or noise, must vanish in a

B L R L L S Y b
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> similar manner. No cross—products between members of lines (a) through (d)
b will be retained!

Ofe)
( -.' The remaining terms are:

‘.\" ~———
N .
R z (t) =s (t)s(t + 7y)
o
- .

i"l' = le(O,Td)le(T,Td + T)
L .
"‘E: l + 222(7'2,7'2 + Td)222(1'2 + 7',1'2 + Td + 7)
ol .

+ znn(O,rd)zrm(‘r,rd +7)
:I:I-'
::::. *
b7 +24(0,7g)2g9(7g + o7y + Ty + 7)
2. .
= * 299(T9r 7y + T2y (M7 + )
b
..‘-'_.. *
~ 21105z (romg + 7)
"_:E'_". M Znn(o’rd)zll(r’rd +7)
\::j:: *
'::-‘:: + 222(72,7'2 + Td) Znn(T, T4t T)
P .

;E: * 200 (057q)299(7g + TaTg + Ty + 1)
‘ ":';' *

»- +219(0,mg + T4)215(T,Tg + Ty + T)
L .
"'. E’ * 212(0,7'2 + Td)z21(72 *T,Tg Y T)
o *
+ 291 (TgsTq)2q9(TyTg + Ty + 7)

\E

.r"*‘.l *

:"E- + 221(72,Td)221(T2 *T,Ty Ot 7)

o *
E * 210 0s7g)2pp(morg + 1)

AN 0
ettt
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+ zln(()‘rd)znl( TeTg ot T)
x
+ an(o’rd)zln(r'rd +7)
*
+ znl(O,rd)znl(r,rd + 1)
*
+ Z2n(T2’Td) an(r2 T, Tyt T)

*

ZQn(TQ’Td)ZnQ(T’TQ Tyt T)

+

+ 2;2(0,r2 + rd)z2n(r2 Tyt T)

*
+ an(O,r2 + rd)zn2(r,r2 *Tyt T)
|
Notation for the individual terms may again be simplified by writing: i
*
nyuv(TI,TQ’TB’T4) N ny(rl’r2) Zuv(r3’r4)

A * *
= AxAyAuAv x(t + Ty (t + 72)u (t + r3)v(t + r4)

with the partial autocorrelations of each term denoted by a similar notation
(1 = X, 2 & y, n & n):

A *
Revuv(T1,707307g) = <B 24y (71579) Zuv(r3’r4)]>'
Using this notation, the delay and multiply output autocorrelation is:
%*
(E [2(t) 2,(t + M)

R1111(°’Td””d +7) (Individual Input Terms)

RZZ(T)

+

Rogog(Tg s7g * TqsTg + TiTg + T4 + 1)

+ Rnnnn(o’rd’r’rd +T)

+

R1122(O’Td’r2 tTyTg 4 Tyt T) (DC Terms)

+

R2211(r2,72 FTHTTY Y 7)

® 6 - 10
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ﬁ * RO gy + 1)
| » * Ron1p(07go7mi7g + 1)

* Roona(707g *+ TgpToTg T T)

+ Ripgo(0,7qsmg + 7oy + Ty + 7)

v

P AV I

+ Rigyg(0smy + Tgsmimg + 7y 4 7) (Chip Mixing Terns)

’
S

e Ta

LA ¥
S 4 <
.
+ +

r

R1921(0mg + 7gomy # To7g + T)
Ro119(7gsTgsToTg *+ Tg + 7)

+ Royo1(TsTgsTg + 1Ty + 7)

+ Rlnln(o’rd’r’rd +7) (Noise/Chip 1 Mixing Terms)
* Rinn1 (0777 + 7)

* Ry11a(007go7o7g * 7

* Rnlnl(o’rd’r’rd * )

+ Ropna (T TrToTg + 7) (Noise/Chip 2 Mixing Terms)
* Ronna(7gs7gooTp * g+ 7)

+ Rigop(0y7g + 74Ty + Ty + 7)

* Ryona(07gs 7oy + 7y + 7)

6.3.2 Evaluation of the Individual Autocorrelation Terms

All the individual terms do not have to be evaluated separately; only
the few classes identified above. Individual input terms, those that would
be present if no other input be present, will be evaluated in detail as
exemplar cases. Details of other terms will be relegated to Appendices.

Individual Input Terms

These terms are present with only a single input. Other types of terms
deal with the interaction between terms.

6 - 11
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" (a.) Chip Stream

R It is sufficient to compute the autocorrelation product Rogoy(7):
( R.,yyt7) 1s a special case with r, set to zero. In detail, the product is:
s 1111 2

i

E‘«': RanaalTgiTy + Tgemy + 7o Ty + 74+ 7)

2 4
i < A zzzz B ckCJ m n]
s k j mn
.r'\‘.‘ '

:E-: -w2(t - ‘]T2 + 72)w2t - kT2 + 72 + rd)

*
- “Wo(t - jT2 Tyt T)w2(t - sz t Ty 4 Ty T)>

s
l'l"l

Computation of this autocorrelation can be performed analytically using the

rx fourth moments of the encoding sequence for an arbitrary chip shape; but it
A is simpler, and more intuitive, to use graphical methods with rectangular
L chipping.
7 ' |
: ..::-: A I Ii
s
[ |
Lo 0 — |
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o
1o |
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s Figure 6-2a. Chip Sequence and Delayed Version
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Figure 6-2b. Deterministic Product Chip Rate Waveform

7 7 7 7
=Ty

Figure 6-2c. Random Product Chip Waveform

From Figure 6-2 the output of the delay and multiply can be seen to be
composed of two waveforms. A deterministic square wave, with a period of
the chip rate, occurs due to the same chip being multiplied by itself for a

time Toy = T2 - T4 as in Figure 6-2b. A random waveform, as in Figure

6-2c. develops in the region between overlaps. The random waveform has
equilikely £A2 states which have a duration of 4 Also, the random
waveform is completely uncorrelated with the deterministic waveform as each
is zero where the other has a value.

Therefore, the autocorrelation of the composite waveform is the sum of
the autocorrelations of the waveforms in Figure 6-2b and 6-2c, and is given
bv:

_,4 -
wxx(T) = A LR(Unit Square Wave Autocorrelation)(r)

* R(Random Biphase (Duration ry, Interval Tz))(r)];
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where from Appendix T:

R(Unit Square Wave Autocorrelation)(r)

-ikwa7
4 9 TiRuy
= A :g: fj e

with the square wave coefficients
1/2, k = 0,
k1
fk = {(-1) = k odd,
0, otherwise.

and  w; = w, = 27r/TC is the chip rate.

As the spectrum is the transform of the autocorrelation function, it
has only discrete lines at DC and the harmonics of the chip rate. The
spectrum can be written in terms of impulse functions:

Sey(w) = 27 A% Zfﬁ 6(w - kay)
K

2
Atk 60 + Z [ﬂlz] 6(w - ku), ' = exclude k = 0.
k

The value of the 15% chip rate line, the signal output component of the chip
rate detector is, therefore:

And from Appendix II,

R (Randon Biphase (Duration 7y, Interval Tp))(7)s
@
=t % J. wd(t)wd(t + 1) dt,
C —w
6 — 14
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where w,(t) 1is the rectangular chip of width T4 (Figure 6-2c), and the
autocorrelation is a simple triangle with a base of 2ry and a height of

4/T>- As the spectrum is the Fourier transform of the autocorrelation
(Appendix II):

72 sin(wr,;/2) 2
Soa(w) = A 4 'd d
RB\¥ T; wrd72 ’
2
Tylsin(wly/4)
= \412—17:2!— y for ngTZ/.Z,
“r2
which is a power spectrum that is twice as wide as the input chip stream
spectrum.

At harmonics of the chip rate where a narrowband filter will be placed
to detect the chip rate line the continuous spectrum will have the value:

.
Spgt=i) = 4 —2, sin®(7k/2).
(7k)

ib.) Moise

Development of the delayed and multiplied noise autocorrelation
requires assumptions about the statistics, and spectrum, of the noise. The
bandwidth of the noise and it's spectrum do not change the basic physics:
but they do change the exact form of the output signal-to-noise ratio
constant and the difficulty of the calculations. The autocorrelation of the
multiplier output was found to be:

(1)

"

R
nnnn

<E[n(t)n*(t + rd)n*(t + T)n(t + i r)]>,

it

E[n(O)n*(rd)n*(r)n(rd + 1],

E[¥,X,X,8,]

27374
assuming the noise process 1s stationary.

From J. H. Llaning, Jr. and R. H. Battin, "Random Processes in Automatic
Control", McGraw-Hill Book Company, Inc. 1956, the expectation can be found
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for Gaussian processes as

EIX X%,

2734 m

1234 ¥ M3Mog * MyMg,
where

mij = E[x(ri)x(rj)]

In this instance the correlation Rnnnn(r) is given by:

2

R (7 = R (r)2 + R (D24 R (7 + 7pR(7 = 74),

nnnn

where Rnn(r) is the autocorrelation function of the input noise process.

The output noise spectrum is obtained through taking the transform of

Rnnnn<r):

and
SLON

Snnnn(w) =27 Rnn(rd)2 * g? J‘dwl Snn(wl)snn(wl - w)
12w, 1
o E ORI R

where S (w) is the spectrum of the input noise given by:

Spp(@) = J. R () LA

For computational purposes, two autocorrelation functions will be
chosen for the noise, or equivalently, spectra.

I. Moise Using Chip Spectra

Noise spectra may be chosen to be identical to the chip spectra;
namely, having the same basic bandwidth. In this case, the noise
autc correlation function is given by the usual triangle:

N [1 - l%{' ’ [t' < Tl’
I 0 , otherwise. '

Rop(7) =

nn
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W with a spectrum

{ . 2
sm(wT1/2)

u1172
' As this 1is identical to the spectrum of a chip stream, the formula of
V) Appendix IV for Slnnl(u) and Slnln(”) may be used for the spectrum
-, S Therefore,

o S, (@) = N[ Ty

nnnn(“") )

a
) g
.-"d’
U B A

S TN 5(0)

..“
L 4

nnnn(w) =

&

ik
T

02 _2 ) 1 sin(uﬂ1/2)
1
At w = wy = 2x/T1, the chip rate, the multiplier output spectrum amplitude
due to the noise component is:

x, PY v SO,
e 1).1 : X
.. . " .‘, .5 ;‘)"—}‘,)" .‘

£, 4

‘,
'&)t'
LN

AL,
N
1‘1_1‘
W

LI A PO )

e

A

»

A,

Yaay

II. Rectancular Noise Spectrum

’Y

L 4

A rectan%ular noise spectrum, of a width of twice the chip rate, may
be chosen. t, however, complicates later chip/noise calculations. The
rectangular spectrum is given by:

N iL NI’ lw] < Yer
Snn(..',) = C s
0, otherwise.

oy

P
.
L] 'l

»
LI 3

i @0y,

From earlier work, the multiplier output spectrum is given by:

_;: | 5
Spnan (%) = 27 8(0) R__(7})

o
bR gt B
PRI

o
IR

{01 9 sin((2w;-w)7y]
VL [u.)—l} M (2w @) [l ¥ (Zw—wTy '

[ TR

F &
4 g 1
LA}

for |»] ¢ 2w1, and is zero otherwise.
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N At the chip rate the multiplier continuous noise spectrum output has
R the value:
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e

o
= 4,-

v,
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%

v _3
.‘
AN S

- v
5 &
)

)
L4

o\ - 1 42
Spnnn(¥@1) = Ty 7 NT-

This value will produce the classical results for the output of a chip rate
detector for a single chip stream and noise. But, this spectrum makes the
rest of the work in this paper extremely difficult. The triangular noise

autocorrelation above, with the bell-shaped spectrum, allows the rest of the
analysis to be much simpler.

And the difference in the output noise powers, of the two cases, is
easily calculable. Taking the ratio of the cases I and II:

‘1 6
T

= .608,

= -2.12 dB,

Hereafter, the noise autocorrelation of case I, the trian§u1ar form, will be g
used in the analytical calculations with the results verified by simulation.

In the final results the noise contribution constant will be identified

as
2
x
Cp=a7
with
6
a = —.
)

Then, for comparison with other chip rate detector work, a can be chosen as
unity or the value given above for simplified formulae (Cn = 3/2).
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6.3.3 Compilation of Terms

From the efforts of the previous section and the Appendices, the total
discrete and continuous contributions to the chip rate detector output can
be collected. Work in this section has identified four types of output
terms from the chip rate detector. These types and the pages upon which
they may be found within the derivations are:

I. Chip Rate Sine Waves:

An individual chip rate line power:

52
P. = —, (Page 6 - 14)
B
with
Sj = A?, the input power of the jth chip stream (at baseband).

II. Chip and Noise Independent "Noise" Spectra Outputs
Individual chip stream continuous spectrum value at the chip rate:

P? = S? ;%, (Page 6 ~ 15)
with
1/Tj = chip rate of the jth chip stream.
Noise continuous spectrum value at the chip rate:
Chip shaped impulse response filter:
S onn(@y) = 5 Ty M ;32 (Page 6 - 17)
Rectangular noise spectrum:
S (@) = Ty ijl . (Page 6 - 18)

[II. Chip/Chip and Chip/Noise Intermodulation Spectra

Chip/chip mixing continuous spectrum value at the chip rate:

CM 3 .
ij =T Sj Sk ;2, (Appendix - 14)
6 - 18 |
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with

1/T1 = chip width of the chip streams all considered approximately
equal.

Chip/Noise continuous spectrum value at the chip rate:

Chip shaped impulse response filter:

Sannn(@y) = Ty S5¥p ;32 (Appendix — 18)
Rectangular noise spectrum:

Soonn (@) = 3 T4 SN - (Appendix - 19)

6.3.4 Calculation of the Chip Rate Detector Qutput Signal-to—Noise Ratio

By combining the various terms, above, the output signal-to-noise ratio
may be found.

First, the chip rate sine wave power for the jth chip stream (I) is
identified as the signal power output. It is
So = Pj
52
= ?
r

Then, the continuous chip stream spectrum powers (II and III), at the chip
rate are summed together, multiplied by the narrow band chip detector output

filter bandwidth = 1/T), to form the total noise output (for two chip
streams):
Chip Shaped Noise Spectrum

T
_ 1 2 2 3 \2

e and the chip detector output output signal-to-noise ratio is:

-
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with W = 1/T1 as the chip rate in hertz, and T, the bandwidth (or

integration time of) the output filter.

Rectangular Noise Spectrum
T 2 2
_ 1 2 2 1 N2 T

V=B [ s2+ 52+ I NE 4 3 (5,5, + X [S,Np + SNy |,

and the chip detector output ewtput signal-to-noise ratio is:

S S0
No,j = N

2
Si,Tw

b

2 2
2 Q2 2 T
[Sl + S5+ N[ +3 [3132 f T [SlNI + SZNI] }

And ve have the major result of this report!

By defining two constants a and g, the two cases (chip shape and
rectangular input noise spectra can be written in a single form for use in

the rest of this report. Define:

Chip Shaped Input Noise Spectrum:

6
a = ;7,
and
8= 1;
Rectangular Input Noise Spectrum:
a =1,

With these values, the signal-to-noise ratio for both cases both cases may
be written in the form:
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which is the form used throughout this report.
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Q APPENDIX

Unit Square Wave Autocorrelation

Expansion of the periodic chip function in a Fourier series is
relativelv simple. An expansion is given by:

12 1kt
f(t) = }; fk e TZ )

with coefficients

T./2

. t
-127k
1 TZdt.

f(t) e
Te 1 p2

sz
For the unit square wave of a width of half a period, the coefficients are:
1/2, k = 0,
k1
fk = (-1 k odd,
0, otherwise.

The autocorrelation function is

(T o ),
2|fj|2 eiwjr'

Rff(r)

where < = '2rrk/TC is a harmonic of the chip rate.

As the spectrum is the transform of the autocorrelation function, it
has only discrete lines at DC and the harmonics of the chip rate.

RGN
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Random Square Wave Autocorrelation

A unit amplitude, binary, random square wave can be represented as

£(t) = 2 ¢ w(t - kT,).

The time averaged autocorrelation function is given by

T

T
- lin erf Y Eleye] w(t - KTu(t = T, + 1) dt,
=0 - j,k

T

1
= lim J. w(t — kT )w(t - kT, + 1) dt,
Tow 2T Y_T :%: c c

as E[ckcj] = 5jk for uncorrelated binary sequences with values of #1.

To evaluate the expression, change the variable of integration and the
order of summation. The resulting expression is

T—kTC

|
Ree(r) = lim wit)w(t + 1) dt,
33 T-»ooﬂ;‘[T-ch()( )
oo}
1
= wit)w(t + 1) dt,
T, J:w (t)u( )

upon letting T = NT, and taking the limit on N, and assuming the chip shape

fﬁlls of reasonably rapidly (which it, of course, does for rectangular
chips).

For rectangular chips of width Tw, the autocorrelation is a simple
triangle with a base of 2T and a height of Tw/TC. As the spectrum is the

Fourier transform of the autocorrelation, the simple relation for the
spectrum is:
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S¢(w) = }C W(w) [%,

using simple transform relations. and
w .
W(.) = f w(t) e+t d¢
-

is the Fourier transform of the chip shape.

For the rectangular chip of width T., the power spectrum is

Tg sin(uﬂw/2) 2
Se) =1 —oTr |

which is the typical spectrum for rectangular chips. The spectral width to
the first null is the radian frequency Wull = 2W/Tw. Therefore, a chip

rate detector which has a delay of one-half chip has a continuous power
spectral output component that is twice as wide as the input chip stream )as
might be expected).

At the chip rate, the self-noise power spectrum out of the chip rate
detector, of a single chip stream, has the value (assume T = .5 TC):

1
Sglwe) = T¢ 2z
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Expansion of Periodic Summations

-y ke

".'4'. '-'\'J. :"}

Expansion of the periodic chip summations in a Fourier series
relatively simple. As before, an expansion is given by:

b s

12 7kt

with coefficients

AN AT

P
A AP

T./2

=y

~i2 kot
f(t) e  Tcdt.

£ 1
k" Te Y

and where

dﬁi"
1]

£(t) :E: w(t = KT )u(t - kT, + 7).

k

PPl
h ." ..'_:'J >

Inserting the summation in the coefficient expression:

T./2

—
-

Loy,
.-f)

| ~i27k
7T ) g :g: w(t - KT )u(t ~ kT, + 7) e ¢ dt,
C

Py

T./2 - kT,

—i27ke
= TL-:E: J. w(t)w(t + 1) e TZ dt.
¢ & "-T./2 - kT,

<ul
P s \’I'.

YT
v
»
s

And finally:

.in!f?

o o]

fk = %: J. wit)w(t + 1) e

ot
-i27k
Te dt.

-0
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APPENDTX TV

DC & Chip Mixing Terms:

These terms only occur due to the interaction of chip streams with each
other, or with noise, entering the chip rate detector.

Chip Streams

A typical chip mixing term is
- o 2,2
Rypaalryeryirgery) = < XYY Bleye;1E(byby]
k j mn

x
Wyt - 3Ty« r) vyt - KT) + 75)
x

-wz(t - jT2 + r3) wz(t - kT.2 + r4)>

2.9 ) . * )
- < ST WU | RS NG | MY
K

*
. 2 w2(t - kT, + 7'3) w2(t - kTy + 1'4)>
J

Other chip mixing terms are merely changes of subscripts and times (rq's);
they are different cases of the correlation product under consideration.

Now, the summations are periodic functions in the chip times and can be
expanded in Fourier series. For example:

A inwlt 27
fl(t) = z an e y wl = Tl—,

. * .
= 2 wl(t - JTl + 7'1) wl(t -~ _]Tl + r2)
k

and from Appendix III:

LA
AN S o

5

> . s 3} .

. 1mnw, -1nw,t

, 1'1 1 * 1
.',!: a = e TT fm wl(t) wl(t * Ty - Tl) e dt.
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As the chip shape is given in terms of its transform by

©
, 1wt
= %f \vl(w) et qu
-0

in;ulrl { 2 1 ® ® ® ' *
a=e [ﬁ] T—f dt f dw"f dw' kl(w")wl(w')

1 " - -0

i(w”—w'—nu)l)t e—iw'( Ty = Tl) d

o t.

inw :
a = e 111 1 fdw‘W(w + nwy )W, (w)ew'(r2_rl).

Similarly, the other periodic function can be written as a Fourier

series:
imw,t
) &Y e 2w %1'—
* .
= 2 w2(t - kT2 + 1'3) w2(t - JT2 + 7-4)
k
with

@
1MW,y T * i _
d=e 234 T1’2' _[mdw" Wy(u" + nuy)Wy(w) et ( 7g = 73).

Finally, the time averaged expectation, using the Fourier series
representations, is

9.9 i(nw - imwz)t
Ri199(T179s7307y) = Ay 22 <e >

Time averages of sine waves vanish. As wl/w2 is close to unity (clock

rates are similar), the only contributor of interest is the zeroth. Hi her
order contributors will occur at Nuw, = Mw, if “’1/“’2 = M/N. VWhen M/

close to one, these contributors occur at frequencies where the chip rate
lines are too far down to be of interest. Therefore,

Ri100(71179:73,74)
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ot J. dut' (w2 e 1Ty = Ty
2 Y

Other pair products follow an identical development. They are simply

rearrangements ot the arguments Y For example, the term

Ryayal 7y Tgr7g07y) = < A%2 2222 E[c,c JE[b:b,]

j m n

3
-wl(t - le + rl) w2(t - jT2 + r2)

*
Wy (t = 5T, + 1g) gt = KTy + r4)>

/422 ¥ (t - ¥T “(t - 3T
= (M1 1 * 7)) Mgt =Ty + 1)
k

*
Y (= KT ) (s - Ty ¢ A)
j

Ri219(71-79 T3 Ty) = Ryjeo(Tys73,79:74)

PPN

s

as the summation can be rearranged to have an identical appearance to R1122;

® but with the ordering of the rq's changed. Conjugation can be adjusted to
f; convenience as the chip functions are real. Continuing, the remaining
-3 correlation products are:

g

& Ry221 (7170730 mg) = Rypog(m1a7ye T30 7o)

2L
&

Ryp1a(T1:70:73:7y) = Ryqge(T3:79, 75 7y)
Ry121(71+Tg T3 7g) = Ryqoo(Tys7i7307y)

Roa11 (71579730 T4) = Ryjoo(T3:74:T1479)
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PO The interesting term in the expression for Ri99(TsTanTg.7y) 1S the\
PEN complex exponential: |

I

D 1 —iw'(12 - rl) eiw"(r4 - 73)

§(T1979rT3:74) =57 €

1

as the spectrum is obtained from the autocorrelation by the transform:

w .
2 S(v) = f R(7) €747 dr,
-

and only the complex exponentials depend upon r. The different terms develop
different ¢ functions that collapse the autocorrelation products into
partial spectrums that may be easily interpreted.

Evaluation of the function Dy is most easily performed by considering
the integral:

[0 9]
Sf234(u) = j:w Dé(rl,r2,r3,r4) e W 4y

x
%} j. e—iu'( Ty = Tl) eiw”( Ty - 73) e—iwr dr
—0

For the various correlation products, the corresponding delay differences
can be tabulated in terms of the ordering of the arguments for R, oo:

1122 & Tp7gegety) @ (g =)y (g - 13) @ 14 7y
Raoiy & (73740 71579) & (14 = 73)s (Tg = 7y) & 745 74

Rigrg & (71s7gs7gu7y) & (13 = 1y)s (T = 7g) & 7, 7

Rigoq @ (TsTgsTqTo) & (g = 1y), (19 =Tg) & 1+ 7, 74 =7

Ryj1g & (73579 7s7y) & (79 = 79}, (74

|
-
—
p—

ﬁTd—T,Td‘#‘r
R2121 = (r4,r2,r3,r1) = (72 - 74), (rl - r3) & -1, -1

where the actual values of the arguments of the correlation products have
been used on the right of the table.
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With these pairs the integrals become:

-i(w' - iw")rd

s8 (W) = 8(w) e

= Sfl-zz(*")

w
O
)

—
—

t
N

|

Sz5 Slw) = Hw' =W )

PO
W) = QITrf pmiw' (g + 1) Liw'(ry = 1) mlwr 4o

= e—i(w' - w")rd w' + " + W)

= 120" + W)y S(w' + W'+ w)

-iw'(rd -71) eiw"(rd +7) e—iwr dr

N oo ]
St =5 [ e
-0

= o W =T g s W - )
2o, M _
= 81(2“) w)rd w' + " - w)
S(s (@) = 8w + " + w)
2121~
Lastly, the autocorrelation product spectra can be calculated from
these results. The delta functions are inserted and the integrals
contracted, when possible. The partial spectra .are:
DC Terms:
Si120(#)

- 27 §w) A%AD L Tl-f do' ¥ ()% e71¥'Tg
1l "w

® * SN |
: %T%f du" |Wy(w") |2 e 174,

-0

Now from Appendix II, each of the integrals is simply the convolution of the
chip shape with itself evaluated at Ty = TC/Z. As this is a unit height
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triangle with a base of QTC. the result is simply 1/2 if the chip durations
are approximately equal.

Therefore,

S

27 6(w) & AQAg

1122(@)

2211 (@)

Chip Mixineg Terms:

1.

0
x
Sy919(@) = A2 L TII Tlg f_mdw" Wy (" = @) 2[Wg (") |2,

=

which will subsequently be evaluated.

.

Sg191(w) = ATA ﬂ%ﬁfwd LA L NOOTE

upon letting «" = &" and using the fact that the chip shapes are real.

II1:

12w
Af%%ﬁrfdw" Wi+ @) ? iy te 4

-i2u)" Td
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s and the sum SlZ?l(w) + 82112(u) is real.

! Fvaluation of the Integral:

& All four terms involve the integral:
-12J" 7

1 1 11 * " 2
[{w,7) = TTITEfdw |W | |W2(w)| e ,

-0

;- o
2 -{-.Hu.

-
AP

where 7 is (0,74). To evaluate the integral define:

e
» ."
=i

&

A
Folw) =

Liwi@ni®, e = 12,
T
Then Fp(u) is the Fourier transform of the convolution

P
":

b

@ rres,

fp(t) = Tl-l)- f_m du w;(u)wp(u + 1)

which is the usual triangle of unit height for rectangular chips wp(u).

i 4

O
AR RSN

% ‘lr.‘- A

Rewriting the integral in terms of the Fp's

ey

r2

\— SN

-12u"r

® *
2%, f-wdw" Fl(w" + W) F2(w") e ,

¢ o] _ _ 2 : *
ﬂf dw”f duf dv e Wi - g elwu fl(u) f2(v),

Using the delta function obtained by the integration over u'":

A

e
P4

N

x

LAy

[EALNONS

e
."l

A=
A

x
I(w,7) = f du f’;(u) folu = 2r) &'
-

3
X

which is comparatively simple to evaluate in the cases of interest.
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x

I(w‘,O) = f du f;(ll) f2(u) eiduy

-0

As the chips are approximately equal:

2

0, otherwise.

and
100 = [ du £i) fo() el
1
T,u -l
[(w,0) = T, Uodu (1-w?e” f d1 -
I(w,0) = T, —2 [1 Sinml)}

which is always positive and has a value of 4T /6 at DC. With this result
the partial spectrums 81212(w) and 82121(u) are given by:

9.9 Sin(uﬂl)
81212(0)) = 4T A A Z_-Tz. 1 - ""Url——-
*
= Sp191(w).
T = QTd
[+ o}
H(w,2ry) = f_mdu f;(u) folu —2ry ) e'™¥

: ®
iwr . :
I(u,?rd) = e d J:xdu fl(u + rd) f2(u - rd) glwt
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As the chips are approximately equal, and only overlap in the region

B' H]ZJ , lul <y,
1

0, otherwise.

. T,/2 .
N A I K

upon changing variables of integration. Evaluating the integral gives:

lwry 1 .9 [sin(uﬂl/Q) ]
I(w,2rg) =T;/2 e [ZWI7?] _—_DTI77__ - cos(uT/2)

and, therefore,

T sin(wl,/2)
2,2 1 42 1
Sp112() = 7 A3 [ 7] [—a‘p— - 605(“1/”}

Comhination of the Chip Mixing Terms:

With the results in hand for the four chip mixing terms (I, II, III,
and IV), the addition of them produces the total mixing spectrum. The
partial spectrums S2112(w) and 81221(w) can be added to produce:

S9119(w) + S199¢(w)

*
S9112(w) * Sgq19(w)

9.9 - 192 sin(uﬂl/2)
4T, A1A2 [le] [ m ey - cos(uwT,/2)

and the other pair of mixing terms give:

S1912(w) * Sgqg1(w)

29 1 [ sin(le)
“M
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e Finally. the chip mixing spectrum is the relatively simple result:

s M
e Sip(w) & S9112(w) + 81991 (W)+ S1919(w) + Sgy94(w)

e 9.9 1 1 sin(uWI/Q)
5 = 4Ty A ——y |2 - cos(eT,/2)] IR _UWT] .

(W

1)

2"
ATy

At the cliip rate harmonics (w = wy = 2n/T1), vhere a narrowband output

filter can be placed to detect the chip rate line, the continuous chip
mixing spectrum has the value:

I"r"‘i”“
h ]

o
3
]

M 2,2 3
S1alwy) = Ty AfAY 2

S
EISINNS

v
[ A

S
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which is a major result!
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APPENDTX V

Chip/Noise Mixing Terms:

DC Term

Mixing of noise with a chip stream is typified by the term:

Ry <A2 :z::z: Elcge;] % (t = Ty wi(t = KTy + 1)

-E[n (t + 7)n(t + Tyt r)]>,
<A Rnn(rd):E: (t = KT;) wy(t - kT, + rd)>,

which is simply a DC term as it is independent of 7. Stationarity of the
noise process and the second moment of the chip stream were used to arrive
at this result.

The chip summation is no more than the continuous spectrum of the input
chip stream evaluated at T4 (See Appendix II). For Ty of one-half of a chip

time, that autocorrelation 1is .5. Therefore, the DC noise/chip
contributions are:
32
Ritnn(m) =3 Rpplrg)
R22nn(rd)’
= Ron11(7g)s
Rin22(7g)

As the output contains all four terms, the total DC contribution from the
chip/noise mixing is:

® |
sDC(u) = a4’ f. R (ry) €7 dr ‘
-
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K- Chip/Noise Continuons Spectral Terms:
[} ‘,‘
;" ’ Evaluation of these terms proceeds much like earlier work. Calculate a
o single term in general form and the other terms are special cases. Now,
el consider
3 : ,,
Rintn = <A ZZ E[Ckcj] Wit =T+ 7y) wi(t = KTy + 7q)
(Q *k J
59 Bl (v + it + 7)),
0
b "A“‘ 2 *
g Ripgn(?) = R 7y = 79) (2 Y wy(6 = KTy + ) wy(e = Ky + 7)),
) k
?. ; é
= = Riam(7> 790 T30 )
X
5 ™ -
:'.E Rlnnl(rl’ T 73 7P4) - Rlnln(rl’ Tgr Ty 7'3)
s Rot1n(71e Tor 730 Tg) = Rypqp(mgy 70 730 1Y)
o -\-
o Ron1(m oo 730 Ty) = Rypqp(mgs 7y 745 73)
A
Py B From earlier work, the periodic chip stream time average is given by:
3y *
s <A2 z wy(t = KT, + 7)) wi(t - KT, + 1'3)>
S k
(B
! iw kT
2 (0 T 1)
i
o k
,;-“J
‘ol 9
_&-: = A 3
@
oy with
2 ®
& a, = a2 1 f w*(t)w (t + 7 = 1,) dt
b 0~ TI 1 1 3 1 ’
oy ™
.,-.
a
s 2 Ryyr3 = 7).
‘Y
3 “E, Therefore, the general term can be written as
-
[ = - -
's. Rintn(T oo 730 7g) = Ryp(ry = 1) Ru(rg = 1),
N
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and as

Riant(T1e To0 T30 Tg) = Rypp(mp o Ty T3)
= Rpp(r3 = 79) Row(Ty = )

attnlT 720 T30 Ty) = Rypgp(rs T T3 7y)
= Rnn(r4 B Tl) wa(TB - Tl)’

aint {71 T T30 Tg) = Rypqn (7o Ty Ty 73)
= Rnn(T3 - Tl) wa(r4 - T2)’

With these general forms the actual values of the rq's may be inserted from
the table:

R1n1n(r1’ Tas T3 T4) = Rnn(r) wa(r),
*x

Rinn1 {7y T0 T30 Ty) = Ry (7 - q) Ry (7 + T4
b

Rnlln(rl’ Tor T3s 74) = Rnn(r * Td) wa(r - 7'd)’

R

*
nint (710 Tos T3o T4) = R (1) Ro(7).

Conjugation of the real noise autocorrelation function has been performed to
simplify subsequent spectrum calculations.

The spectrum of the term R, . is given by the transform on r:

[o o]
* .
Sinnt (@) = f_m Ron (7 = 7q) R (7 + 7y el¥T dr,

The spectrum is easiest to evaluate in this form if assumptions are made
about the about the autocorrelation (or spectrum) of the noise. If the
noise spectrum is assumed to be a bell-shaped one, with a bandwidth equal to
the chip rate, the the autocorrelation of the noise may be taken to be

Rnn(r) = NIP u(r),

where u(r) is a triangle of a base width of 2T,. If the noise is taken to

have a wider bandwidth, then the triangle is more narrow. With this choice
of the autocorrelation:
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x
Slnnl(“") = NIP A2 f_w u (7 - rd) u(r + Td) e!¥T dr,

which is identical to integrals evaluated previously in terms of chip mixing
(I(.7)). The result for the sum of the four terms may be written
immediately from the chip mixing results.

A
Sgn(u) = Slnln(w) * Snlnl(“‘})+ Slnn2(w) * Snlln(w)

9 1 1 sin(uﬂ1/2)
- 4T, AN, L [2 - cos(uT,/2)] [1 v __7;TI7?_.}

1
At the chip rate harmonics (w = wy = 2w/T1), where a narrowband output

filter can be placed to detect the chip rate line, the continuous chip/noise
mixing spectrum has the value:

which is a major result!

Constant Input Spectrum to the Chip Rate

A similar calculation for the rectangular spectrum results in a very
small value for the value of the chip/noise spectrum at the chip rate. By
using the constant valued spectrum for the noise (to the chip rate) the
value of the continuous chip/noise spectrum in this instance is:

C/C 2 1 : .
sC/Cuy =1, a2, L [2 Si(4r) - Si(87)] |

vhere the function Si(x) is given by
x .
Si(x) = J. sin(u) g,
0

To a good degree of approximation, the values of Si(47) and Si(87) can be
replace by 2/7, the asymptotic value of the function.
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Therefore, the continuous spectrum has the value:

C/C, o 42y |
Sin () = Ty A7 Ny g,

n

for the rectangular input noise spectrum. This value is considerably
smaller than that for the chip shaped input noise spectrum result, above, as
the chip/noise products are less correlated due to the wider noise

bandwidth.
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APPENDTX VI

Analvsis of the Chip Rate Detector Output Sienal-to—Noise Ratio

The signal-to-noise ratio for a particular chip stream output with a
nair of chip stream inputs and noise is (Section 6.1.4):

2 1y
S5 T

rS

| -
INlo.1 ~ 2 2 2 2 o )
L S1 + 82 +a /4 x\I + 3[3182 + ;'S’SlN1 + [)’52N1]
with a and 3 constants depending upon the noise spectrum model chosen. The
other chip stream has the same expression for the signal-to-noise ratio; but
with the numerator identifying that chip amplitude (denominators are
identical).

With a rectangular filter (with an upper cut-off of the chip rate)

a =1 and 3 = x2/6. For a chip shaped impulse response filter, a w2/4 = 3/2
and 3= 1.

For interpretation of the result, two cases are of interest; large and
small input signal-to-noise ratios.

Small Input Sienal-to-Noise Ratio

Given the input signal-to-noise ratio
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« 1,

rewrite the expression above as:
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52/51 + a7/4 NI/S1 + 3[82/8l + ﬂszNI/Sl]
and the result depends upon the ratio of the two chip stream powers.

Case I: The Chip Stream S1 Dominates:
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which is the well known result for a chip rate detector with only a single
chip stream and noise in the input (a = 1).

Case II: The Chip Stream 52 Dominates:
52 >> S1

and
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nJo S3/S{ + @ 7°/4 N{/ST + 30SoNy/S]

Now, things are a good deal more complicated. Ilowever, the results can also

be written in terms of the signal-to-noise ratio of the second chip stream.

Letting the second chip stream signal-to-noise ratio be:

51 aAS
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and two subcases present themselves according to whether the signal-to-noise
of the second chip stream is small or large. If the second chip stream has
a small signal-to-noise then the output signal-to-noise ratio reduces to
simply the single chip stream case as expected.

then.
2
S
N]. ™

1,1

- For a large s-'snal-to-noise of the second chip stream, the output
signal-to-noise rati. becomes:

which is worse than simply noise by the factor of « n2/4.
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i:H Large Input Signal-to-Noise Ratio

o For a large input signal-to-noise ratio
N S
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.

rewrite the expression above as:
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b ° L+ §3/8%) + 35,/S; + 38 So/S; [N/S]; 4
.f,
:i which depends upon the ratio of the power in the two chip streams. Again,
o two cases present themselves.
=
2G Case I: The Chip Stream § Dominates:
o '

In this instance the apparent output is that of the reference chip
stream by itself. Only the self-noise of the reference chip stream 1is

present. And,
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e Case II: The Chip Stream S, Dominates:
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s With
3 52 >> S1
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‘1
72 The output signal-to-noise ratio depends only upon the ratio of the chip

stream powers, as might be expected.
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A Generalization to N Chip Stream Tuputs
‘\’: Calculation of the signal and noise power for N chip streams in the
odh chip rate detector input is a relatively simple generalization of the two
oy chip stream case. From Section 6, an examination of the terms in the chip
s detector output reveals that there are only two types that contribute at the
o chip rate.  One is the self-noise of the chip stream/noise, which is
o quadratic in the chip/noise powers. There are N chip terms and one noise
(‘ term. The other type is the intermodulation noise of the chip streams/noise
e which results in the cross-power terms. There are N(N-1)/2 chip/chip terms
S and N chip/noise terms.
,isi Therefore, the total "noise" out of the chip rate detector is:

. . 2 2 2 3

2 TN-ZSj+a7r/4NI+QZZSJ-Sk+BﬂZSjNI,

N J j ok J

e J#k

W

Py where the sums are over the N chip streanms. By making reasonable
> assumptions about the distribution of the powers (signal-to-noise ratios of
o the chip stream inputs an average output noise can be calculated. his
L average over the powers is:

v a2 02 2, 3 2

. E[TN] = N (N E[SNR®] + @ 7°/4 + 5 N(N-1) E[SNR]“ + 33 N E[SNR]
:: The output chip line power (normalized to the input noise power) for the jth
- chip stream is
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o with the average output equal to:

- 2

e E[S] = E[SNR?].

L

5 With these quantities, the average output signal-to-noise ratio, over
e all chip streams is:

N~

N E[SNR?] TW

L] S\R = .

e av 2 2, .3 2

- [N E[SNRZ] + a 72/4 + 3 N(N-1) E[SNR)® + 3aN E[SNR]]
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= - F 2 3 20 rann? 2]

. [1 + o 72/(4N) + 3 (N-1) E[SNR]%/E(SNR?) + 38 E[SNR]/E[SNR ]]
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Further evaluation of the average signal-to-noise ratio requires
specification of the distribution function of the chip stream
signal-to-noise ratios.

Two,cases will be considered. 0One will be a uniform distribution over
dB of the signal-to-noise ratios of the chip stream transmitters. The other
will be a uniform distribution over transmitter ranges, with all transmitted
powers equal.

Case I:

{niform Distribution of Signal-to-Noise Ratios (in dB).

Assume the distribution is given between zero and dBmax’ then
o (dB) = 1 1, 0<dB <dB .,
dB aBma.x 0, otherwise.
and obtaining the distribution of S through the relation
dB = 10 loglo(S):
pg(S) = rg— §+ 1 €5 < Spue
max
The expectations follow:
S -1
E[S] - max ,
In Sma.x
2 —
_ 1 “max
ES) = 7 ms —
and the desired ratios are (for Smax >> 1)
E[S!z o2
E{S°] In Spax
E[S] _ 2
o E[S7]  Smax
f*i With these relations, the average chip rate detector output signal-to-noise
" ratio 1s:
. TW
R SV = ¢ .
’ av = 1 5
ok [1 v o r/(4N) + 3-1)/In S+ sﬁ/smax]
nMn.
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For a large number of emitters (N >> 1) and high input maximum
signal-to-noise ratios (Smax >> 100 (20 d B)), the the formula may be

approximated by:

, i Tw
S\R,y = 3
[1 + 3(N=1)/1n smax]
A conclusion can be reached. The average signal-to-noise ratio

decreases at least as fast as N for emitters spread over extremely wide
dvnamic ranges. For a 60 dB dynamic range:

Tw

. 1
i, < } '
[1 + .22 (N—l)]

Case II:

Uniform Distribution of Ranges

Assume the distribution is given between Rmin and Rmax’ then
1, R. <RXZKR
1 > “min - 7 - Tmax’
Pgp(dB) = p—p—
dB max min |0, otherwise,
and obtain the distribution of S through the relation
A
S = .
R?
As in case I, for large max to min range range ratios:
1 TW
SNR,y = N 9 9
[1 farP/(N) + 5 (N-1) R R+ 9B/SNR range]

Again, assuming the minimum range signal-to-noise ratio is large, and N
also:

TwW

[1 * g (N-1) Rmin/Rmax].

A similar conclusion to the uniform distribution in dB case can be
reached.  The average signal-to-noise ratio decreases as the number of

SVR. = §
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emitters  (N). A choice of maximum—to-minimum range of 1000 (60 dR
dispersion) gives, in this instance:
' 1 v
S'\‘Rav =X

1+ .0045(N—1)}

Summarizing, a large number of emitters tends to obscure each emitter's
chip rate line. The obscuration increases as 10 log(N) in dB!
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NOMOGRAM DETERMINES PROBABILITY OF
' lgnals in Noi
Detecting Signals in Noise
By DONALD E. RAILEY IN RECEIVING SYSTEMS it ia oflen
NEIL C. RANDALL desirable to determine detection
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